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#### Abstract

We study the well-posedness of abstract time evolution fractional integro-differential equations of variable order $u(t)=u_{0}+\partial^{-\alpha(t)} A u(t)+f(t)$. Also we study the asymptotic behavior as $t \rightarrow+\infty$, and the regularity of solutions. Moreover, we present the asymptotic behavior of the discrete solution provided by a numerical method based on convolution quadratures, inherited from the behavior of the continuous solution. In this equation $A$ plays the role of a linear operator of sectorial type. Several definitions proposed in the literature for the fractional integral of variable order are discussed, and the differences between the solutions provided for each of them are illustrated numerically. The definition we chose for this work is based on the Laplace transform, and we discuss the reasons for this choice.


## 1. Introduction

In the previous decades, fractional calculus has become a very active field of research in the framework of evolution phenomena because many of these phenomena, classically described by means of evolution equations involving integer order derivatives and/or integrals, have turned out to be better suited if non integer integrals/derivatives are introduced (see [17, 22, 25, 27, 35, 48, and references therein). The prototype linear fractional equation with constant order for evolution phenomena can be written in integral form as

$$
\begin{equation*}
u(x, t)=u_{0}(x)+\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)}(A u)(x, s) \mathrm{d} s+f(x, t), \quad t>0, x \in \Omega \tag{1.1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{m}$ is the spatial domain, $A$ is a closed linear operator acting on $u(x, t)$ in a convenient functional set, and the integral term stands for the fractional integral in the sense of Riemann-Liouville with order of integration (or viscosity parameter) $\alpha \in \mathbb{R}, 1<\alpha<2$.

More recently, fractional models involving non constant order of integration (viscosity function, $\alpha=\alpha(t)$ or $\alpha=\alpha(x, t))$ have received special attention as a natural extension of those with constant order [1, 3, 10, 11, 24, 26, 31, 38, 45, 46, 47, 49. The main reason is that practical applications modeling has demonstrated that the

[^0]freedom to choose a variable order of integration/derivation instead of the constant one allows us a finer tuning in mathematical modeling. In other words, with variable order of integration more accurate modeling can be achieved. This fact applies over a large variety of applications: control theory [18, 23, 36, mechanical engineering [12, image processing [14], remote sensing [50], physical applications [5, 6], and some others [4, 40, 43, 44]. But also theoretical properties of such kind of equations attracted the interest of researchers [2, 27, in this way it is interesting to show how these properties differ from the ones satisfied by the fractional equations with constant order.

One can accept that for linear scalar equations of type 1.1, i.e. for $A$ standing for a constant, some properties, as for instance the existence and uniqueness of solution, can be easily proven. However, these properties are in general not straightforwardly extended to abstract formulations of these equations as the one considered in the present work. Nonetheless there exists a extensive literature related to non local equations in time, in particular related to Volterra equations and the well-posedness, but to our knowledge, there are not general results establishing appropriate conditions on the viscosity function $\alpha(t)$ to ensure the well-posedness of that equations within a framework of general operators setting. That is why we devote this work to the study of some relevant properties of fractional equations of variable order.

To be more precise, the first contribution of this work is to establish conditions, as weak as possible, for the viscosity functions $\alpha(t)$ in order to guarantee the well-posedness of linear abstract evolution equations of fractional type with time dependent order in a very general functional setting as it is the framework of complex Banach spaces. Once these conditions are stated we show the regularity exhibited by the solution as well as the asymptotic behavior as the time goes to infinity. These results are accompanied by the study of the asymptotic behavior of the numerical solution provided by backward Euler based convolution quadrature method, which is inherited from the asymptotic behavior of the continuous solution, and it is accompanied as well by several numerical experiments illustrating the theoretical results. Notice that the viscosity functions $\alpha(t)$ can be assumed to be depending on spatial variables, however in the present framework this dependence is meaningless.

This paper is organized as follows. Section 2 is devoted to present a preliminary discussion on some of definitions existing in the literature for the fractional integrals with time dependent order, and to motivate our choice from all those mentioned. In Section 3 we establish the conditions under which we can ensure the well-posedness of initial value problems of fractional type with time dependent order, and we prove the well-posedness under such assumptions. In Sections 4 and 5 we show the regularity of the analytic solution at time level $t=0$, and the asymptotic behavior as time goes to infinity respectively. In Section 6 we set a time discretization based on the backward Euler convolution quadrature and we show how the asymptotic behavior as the number of steps goes to infinity is inherited from the asymptotic behavior of the analytic solution. Finally, in Section 7 we illustrate numerically how the results of the fractional integration significantly depends on the definition we choose, and moreover we illustrate the behavior of the solutions of initial boundary value problems of fractional type with time dependent order depending on the choice of $\alpha(t)$.

## 2. Background on fractional integrals with time dependent order

The study of fractional integration with order varying in time $\alpha(t)>0, t \geq 0$, can be addressed in different manners depending on the definition one adopts.

Assume that the order of integration/derivation ranges between 1 and 2, i.e. $1<\alpha<2$. A natural generalization of the Riemann-Liouville definition

$$
\begin{equation*}
\partial^{-\alpha} g(t):=\int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} g(s) \mathrm{d} s, \quad t>0 \tag{2.1}
\end{equation*}
$$

seems to be the one directly obtained by replacing in 2.1 the constant order $\alpha$ by a function $\alpha(t)$. In fact, for $\alpha:(0,+\infty) \rightarrow(1,2)$, this definition reads

$$
\begin{equation*}
\partial^{-\alpha(t)} g(t):=\int_{0}^{t} \frac{(t-s)^{\alpha(t-s)-1}}{\Gamma(\alpha(t-s))} g(s) \mathrm{d} s, \quad t>0 . \tag{2.2}
\end{equation*}
$$

Definition (2.2) stands for a convolution integral $(k * g)(t)$, where the convolution kernel is given by

$$
\begin{equation*}
k(t)=\frac{t^{\alpha(t)-1}}{\Gamma(\alpha(t))}, \quad t>0 \tag{2.3}
\end{equation*}
$$

However, in classical operational calculus, the numerical solution of equations involving convolution terms, e.g. the equation 2.2 , requires the evaluation of the Laplace transform $K$ of the convolution kernel $k$, namely $K=\mathcal{L} k$, instead of $k$. In that case, the analysis of $(2.2)$ in terms of the Laplace transform seems to be, in general, difficult if not unaffordable, since an explicit expression of the Laplace transform of $k$, is in general not explicitly reachable.

Other definitions can be found in the literature, see for example [23, 46],

$$
\begin{equation*}
\partial^{-\alpha(t)} g(t):=\frac{1}{\Gamma(\alpha(t))} \int_{0}^{t}(t-s)^{\alpha(s)-1} g(s) \mathrm{d} s, \quad t>0 \tag{2.4}
\end{equation*}
$$

or, with a more general formulation 37,

$$
\begin{equation*}
\partial^{-\alpha(\cdot, \cdot)} g(t):=\int_{0}^{t} \frac{(t-s)^{\alpha(t, s)-1}}{\Gamma(\alpha(t, s))} g(s) \mathrm{d} s, \quad t>0 \tag{2.5}
\end{equation*}
$$

Other definitions can be proposed from the definitions above.
Note that the analysis of fractional integrations of variable order according definitions 2.4 and 2.5 neither looks like a straightforward matter since these equations have not convolution structure, excepting might be 2.5 with a convenient choice of $\alpha(\cdot, \cdot)$.

The definition of fractional integral with time dependent order we will adopt in the present work was basically proposed in 49, and the main feature is that it is given in terms of the Laplace transform of the convolution kernel. In fact, let $\tilde{\alpha}(z)$ be the Laplace transform of $\alpha(t)$, then the fractional integral of order $\alpha(t)$ is defined as the convolution integral

$$
\begin{equation*}
\partial^{-\alpha(t)} g(t):=\int_{0}^{t} k(t-s) g(s) \mathrm{d} s, \quad t>0 \tag{2.6}
\end{equation*}
$$

where

$$
\begin{equation*}
k(t):=\left(\mathcal{L}^{-1} K\right)(t), \quad t>0, \quad \text { with } \quad K(z):=\frac{1}{z^{z \tilde{\alpha}(z)}}, \quad z \in \mathcal{D}(K) \subset \mathbb{C} \tag{2.7}
\end{equation*}
$$

We will discuss the domain of definition for $K, \mathcal{D}(K)$, or, equivalently, the domain of definition of the function $\tilde{\alpha}(z)$.

Note that the definition of fractional integral of variable order according (2.6)2.7) has been already used in practical instances, in models related to image processing [14] where only $K$ (the Laplace transform of $k$ ) was necessary, i.e. $k$ was not explicitly required.

Note also that definition $(2.6)-(2.7)$ is consistent with 2.1$)$ in the sense that, if the viscosity function $\alpha(t)$ is constant, i.e. $\alpha(t)=$ const., then the convolution kernel turns out to be the one in (2.1)

$$
k(t)=\frac{t^{\alpha-1}}{\Gamma(\alpha)}, \quad t>0
$$

Certainly the main advantage of definition 2.6 - 2.7 versus definitions of type (2.2), (2.4), or 2.5) (the last one depending on the choice of $\alpha$ ), comes out when one addresses the solvability of an abstract integral equation of type

$$
\begin{equation*}
u(t)=u_{0}+\int_{0}^{t} k(t-s)(A u)(s) \mathrm{d} s, \quad t>0 \tag{2.8}
\end{equation*}
$$

where $A$ stands for a linear operator in an abstract functional setting $X, A: D(A) \subset$ $X \rightarrow X$, e.g. $A$ standing for the Laplacian operator $\Delta$ in $\mathbb{R}^{n}$.

In the following sections, we address the solvability of fractional integral equations $\sqrt{2.8}$ ) of time dependent order in the sense of definition (2.6)-(2.7). Also we prove some properties of the the solution.

## 3. Well-posedness of fractional initial value problems

Let $X$ be a complex Banach space, and let $\alpha(t)$ be a function $\alpha:(0,+\infty) \rightarrow(1,2)$. Consider the abstract integral equation of fractional type of variable order

$$
\begin{equation*}
u(t)=u_{0}+\partial^{-\alpha(t)}(A u)(t)=u_{0}+\int_{0}^{t} k(t-s)(A u)(s) \mathrm{d} s, \quad t>0 \tag{3.1}
\end{equation*}
$$

where $A: D(A) \subset X \rightarrow X$ is a linear and closed operator of sectorial type in $X$, $u_{0} \in X$ is the initial data, and $k$ is a convolution kernel defined as in (2.6)-(2.7), for a given complex function $\tilde{\alpha}(z)$ defined in certain domain $D \subset \mathbb{C}$ to be discussed below.

Recall that a linear and closed operator $A$ is of sectorial type, or $\theta$-sectorial [21, 39] in $X$, if there exist $0<\theta<\pi / 2, \omega \in \mathbb{R}$, and $M>0$ such that

$$
\begin{equation*}
\left\|(z I-A)^{-1}\right\|_{X \rightarrow X} \leq \frac{M}{|z-\omega|}, \quad \text { for } z \notin \omega_{+}+S_{\theta} \tag{3.2}
\end{equation*}
$$

where $I$ stands for the identity operator in $X, \omega_{+}=\max \{\omega, 0\}$, and

$$
\begin{equation*}
\omega_{+}+S_{\theta}:=\left\{\omega_{+}+\xi: \xi \in \mathbb{C},|\arg (-\xi)|<\theta\right\} \tag{3.3}
\end{equation*}
$$

Henceforth, for simplicity of notation, and if not confusing, for $B \in \mathcal{L}(X)$, we will write $\|B\|$ instead of $\|B\|_{X \rightarrow X}$.

For the simplicity of the notation as well, hereafter we will denote

$$
g(z):=z \tilde{\alpha}(z), \quad g_{R}(z):=\operatorname{Re} g(z), \quad g_{I}(z):=\operatorname{Imag} g(z), \quad h(z)=z^{g(z)}
$$

for $z \in D \subset \mathbb{C}$. Therefore the Laplace transform of $k$ can be written as

$$
K(z)=\frac{1}{h(z)}
$$

Assume that there exist constants $D_{\alpha}, m_{1}, m_{2}, \varepsilon, R>0,0<\varepsilon^{*}<1$, and $0<$ $\theta<\pi / 2$, satisfying the following assumptions:
(A1) The function $\alpha(t)$ admits Laplace transform $\tilde{\alpha}(z)$ in the complex domain $\operatorname{Re} z \geq D_{\alpha}$.
(A2) The real part of $g(z), g_{R}(z)$, is bounded by

$$
1<m_{1} \leq g_{R}(z) \leq m_{2}<2, \quad \text { and } \quad \frac{m_{2} \pi}{2}<\varepsilon^{*}(\pi-\theta)
$$

(it is expected that $\varepsilon^{*} \approx 1$ )
(A3) The imaginary part of $g(z), g_{I}(z)$, is bounded, and it holds, for $\operatorname{Im} z \leq 0$, that

$$
|\log | z\left|g_{I}(z)\right|<\left(1-\varepsilon^{*}\right)(\pi-\theta)
$$

(A4) The operator $A$ is $\theta$-sectorial for some $\omega \in \mathbb{R}, \omega<D_{\alpha}$, with $\theta$ satisfying

$$
0<\theta<\pi-\frac{m_{2} \pi}{2}-\max _{\rho \geq R} \frac{\log (\rho)}{\rho^{\varepsilon}}
$$

where $R$ is assumed to be large enough.
Note that, the closer $m_{2}$ is to 2 , the more restricted is $\theta$ (closer to $\pi / 2$ is). On the contrary, the closer is $\theta$ to $\pi / 2$, the closer are $m_{1}$ and $m_{2}$ to 1 , as expected in view of behavior in the case $\alpha(t)=$ const.

Examples of functions $\alpha(t)$ satisfying (A1)-(A3) are:

$$
\frac{c \sin t}{2}+\frac{3}{2}, \quad \frac{c \cos t}{2}+\frac{3}{2}, \quad c \mathrm{e}^{-t}+1, \ldots, \quad \text { with } \quad 0<c<1
$$

and piece-wise constant functions conveniently defined.
More examples of $\theta$-sectorial operators are the Laplacian operator $\Delta$ in $\mathbb{R}^{n}$, fractional powers of the Laplacian $\Delta^{\beta}(\beta>0)$, or in finite dimensional operators such as matrices $\Delta_{h} \in \mathcal{M}_{M \times M}(\mathbb{R})$, in particular the ones coming out from most classical discretizations of $\Delta$.

Before stating the existence and uniqueness result, we look for a convenient representation of the time evolution operator associated with the solution of (3.1). In fact, since by Assumption (A1) the function $\alpha(t)$ admits Laplace transform, we can write (3.1) in the frequency domain as

$$
U(z)=\frac{u_{0}}{z}+K(z) A U(z), \quad z \notin \omega_{+}+S_{\theta}
$$

where $U(z)$ stands for the Laplace transform of the solution $u(t)$ of (3.1), and $K$ is the Laplace transform of $k$. Therefore, according the notation stated above, $U(z)$ reads in terms of the resolvent of $A$ as

$$
\begin{equation*}
U(z)=\frac{1}{z}(I-K(z) A)^{-1} u_{0}=\frac{h(z)}{z}(h(z) I-A)^{-1} u_{0} \tag{3.4}
\end{equation*}
$$

The well-posedness of (3.1) requires the existence of a bounded evolution operator $E(t)$ such that the generalized solution may be written as

$$
\begin{equation*}
u(t)=E(t) u_{0}, \quad t>0 \tag{3.5}
\end{equation*}
$$

Let us show that $E(t)$ exists and, by the inversion formula of the Laplace transform, and (A1)-(A4), the evolution operator admits the expression

$$
\begin{equation*}
E(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{t z} \frac{h(z)}{z}(h(z) I-A)^{-1} \mathrm{~d} z, \quad t>0 \tag{3.6}
\end{equation*}
$$

where $\Gamma$ is a convenient complex path connecting $-\infty$ i and $+\infty$ i with increasing imaginary part (i.e. positively oriented), and surrounding the sector $\omega_{+}+S_{\theta}$.

Therefore, the key point is to find one of such complex paths providing a convergent integral in (3.6). In this regard define the complex paths (see Figure 1)

$$
\begin{gathered}
\Gamma_{1}: \gamma_{1}(\rho):=\omega_{+}+a+\rho \mathrm{e}^{ \pm \mathrm{i}(\pi-\theta)}, \quad 0 \leq \rho \leq \rho_{0} \\
\Gamma_{2}: \gamma_{2}(\rho):=\rho \mathrm{e}^{ \pm \mathrm{i} \varphi}, \quad \rho \geq \rho_{1}
\end{gathered}
$$

where

$$
\begin{equation*}
\rho_{0}=\frac{\omega_{+}+a}{\cos (\theta)\left(1-\frac{\tan (\theta)}{\tan (\pi-\varphi)}\right)}, \quad \rho_{1}=\left|z_{0}\right|=\frac{\omega_{+}+a}{\cos (\pi-\varphi)\left(\frac{\tan (\pi-\varphi)}{\tan (\theta)}-1\right)}, \tag{3.7}
\end{equation*}
$$

$z_{0}$ and $\bar{z}_{0}$ are the intersection points of $\Gamma_{1}$ and $\Gamma_{2}$, i.e. $z_{0}=\omega_{+}+a+\rho_{0} \mathrm{e}^{\mathrm{i}(\pi-\theta)}=\rho_{1} \mathrm{e}^{\mathrm{i} \varphi}$, $a$ is positive constant (we will see below the role $a$ plays), and $\pm$ means that we are considering both parts of the paths, the one located in the upper half-complex plane joint with the symmetric one. The angle $\varphi$ satisfies

$$
m_{2} \frac{\pi}{2}<\varphi \leq \varepsilon^{*}(\pi-\theta)<\pi-\theta
$$

and without loss of generality we can set $\varphi=\varepsilon^{*}(\pi-\theta)$. Notice that $\varphi$ exists thanks to Assumption (A4).


Figure 1. Complex paths $\Gamma_{1}$ and $\Gamma_{2}$
Now define the continuous complex path positively oriented $\Gamma$ consisting of the union of $\Gamma_{1}^{1 / m_{2}}$, and $\Gamma_{2}^{1 / m_{2}}$, where $\Gamma_{j}^{1 / m_{2}}$ is defined as $\left(\gamma_{j}(\rho)\right)^{1 / m_{2}}$, for $j=1,2$, and show that the integral (3.6) along $\Gamma$ is convergent. This will prove that the evolution operator $E(t)$ is well-defined.

Consider first $\Gamma_{1}^{1 / m_{2}}$. The following discussion will focus only on the part of $\Gamma_{1}^{1 / m_{2}}$ lying in the upper half-complex plane $\operatorname{Im} z \geq 0$, and the same applies for $\Gamma_{2}^{1 / m_{2}}$. In the lower half-complex plane $\operatorname{Im} z \leq 0$ the proof follows easily.

We have to prove that if $z \in \Gamma_{1}^{1 / m_{2}}$, then $h(z) \notin \omega_{+}+S_{\theta}$. To this end, we set $z \in \Gamma_{1}^{1 / m_{2}}$, and denote

$$
\xi=|\xi| \mathrm{e}^{\mathrm{i} \eta}=\omega_{+}+a+\rho \mathrm{e}^{\mathrm{i}(\pi-\theta)}, \quad \text { for certain } \rho>0, \text { and } 0 \leq \eta \leq \varphi
$$

such that $z=\xi^{1 / m_{2}}$. Then, there is $\tilde{\eta}$ such that

$$
h(z)=|h(z)| \mathrm{e}^{\mathrm{i} \tilde{\eta}}
$$

and there is also $\tau \geq 0$ such that

$$
\tilde{z}=|\tilde{z}| \mathrm{e}^{\mathrm{i} \tilde{\eta}}=\omega_{+}+\tau \mathrm{e}^{\mathrm{i}(\pi-\theta)} .
$$

belongs to the boundary of $\omega_{+}+S_{\theta}$, and has the same argument as $h(z)$. It is straightforward to prove that

$$
\begin{gathered}
|\tilde{z}|=\frac{\omega_{+} \sin (\pi-\theta)}{\sin (\pi-\theta-\tilde{\eta})} \\
|h(z)|=\left(\frac{\left(\omega_{+}+a\right) \sin (\pi-\theta)}{\sin (\pi-\theta-\eta)}\right)^{g_{R}(z) / m_{2}} \mathrm{e}^{-\eta g_{I}(z) / m_{2}} \\
\tilde{\eta}=\frac{1}{m_{2}}\left(g_{I}(z) \log \left(\frac{\left(\omega_{+}+a\right) \sin (\pi-\theta)}{\sin (\pi-\theta-\eta)}\right)+\eta g_{R}(z)\right) .
\end{gathered}
$$

Hence, the proof reduces to show that

$$
\begin{equation*}
|h(z)|>|\tilde{z}|, \quad z \in \Gamma_{1}^{1 / m_{2}} \tag{3.8}
\end{equation*}
$$

Here we discuss several cases. First, if $\omega_{+}=0$, then inequality (3.8) obviously holds. On the other hand, if $\omega_{+}>0$ and $g_{I}=0$, then $\tilde{\eta}=\eta g_{R}(z) / m_{2}$ and therefore inequality (3.8) reduces to

$$
\frac{\omega_{+} \sin (\pi-\theta)}{\sin \left(\pi-\theta-\eta \frac{g_{R}(z)}{m_{2}}\right)}<\left(\frac{\left(\omega_{+}+a\right) \sin (\pi-\theta)}{\sin (\pi-\theta-\eta)}\right)^{g_{R}(z) / m_{2}}
$$

In that case, $g_{R}(z)=m_{1}=m_{2}$ leads to $\alpha(t)$ constant, and the last inequality straightforwardly holds. However, without additional assumptions, it is easy to find a naive function $g_{R}(z)$ (non constant, e.g. with $\eta=0$ ) for which this equality does not satisfy. Therefore, in the general case (i.e. with $g_{I}(z)$ not necessarily 0 ) with $\omega_{+}>0$ additional assumptions are required, e.g. assumptions of type $g_{I}(z) / m_{2}$ being small enough joint with $\omega_{+}<1$. Since additional assumptions for $\omega_{+}>0$ look like very unrealistic, now and hereafter we will assume that $\omega_{+}=0$, i.e. $\omega \leq 0$.

Consider now $\Gamma_{2}^{1 / m_{2}}$, and $z \in \Gamma_{2}^{1 / m_{2}}$. Therefore $z=\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}$, for certain $\rho \geq$ $\rho_{1}$. In that case we have to prove that $\operatorname{Arg}(h(z))<\pi-\theta$, but this is straightforward in view of inequality

$$
|\operatorname{Arg}(h(z))| \leq|\log | z\left|g_{I}(z)\right|+\frac{\varphi}{m_{2}} g_{R}(z)
$$

and Assumption (A3). In fact

$$
|\log | z\left|g_{I}(z)\right|+\frac{\varphi}{m_{2}} g_{R}(z)<\left(1-\varepsilon^{*}\right)(\pi-\theta)+\varepsilon^{*}(\pi-\theta)=\pi-\theta
$$

and therefore $h(z) \notin S_{\theta}$.

On the other hand, by Assumption (A2),

$$
\operatorname{Arg} z=\frac{\varphi}{m_{2}}=\frac{\varepsilon^{*}(\pi-\theta)}{m_{2}}>\frac{\pi}{2}
$$

and therefore $\Gamma_{2}^{1 / m_{2}}$ falls inside the half-complex plane $\operatorname{Re} z<0$.
In conclusion, we are now in a position to prove the following theorem where, under Assumptions (A1)-(A4), we prove that the integral (3.6) is convergent, and equivalently Problem (3.1) is well-posed.

Theorem 3.1. Let $\alpha(t)$ be a function belonging to $L^{1}(0,+\infty)$ satisfying (A1)-(A3). Assume also that the operator A satisfies (A4). Then problem (3.1) is well-posed.

Proof. The proof reduces to state that the integral in (3.6) is convergent for which we consider the positively oriented complex path $\Gamma$ consisting of the union of $\Gamma_{1}^{1 / m_{2}}$ and $\Gamma_{2}^{1 / m_{2}}$ defined above. Therefore we can write

$$
E(t)=\sum_{j=1}^{2} I_{j}, \quad \text { where } \quad I_{j}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{j}^{1 / m_{2}}} \mathrm{e}^{t z} \frac{h(z)}{z}(h(z) I-A)^{-1} \mathrm{~d} z, \quad j=1,2 .
$$

Now we prove that $I_{1}$ and $I_{2}$ are bounded. First of all, for $0<t \leq T$, and regarding the properties of $\Gamma_{1}^{1 / m_{2}}$ stated above, we have

$$
\begin{align*}
\left\|I_{1}\right\| & =\left\|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{1}^{1 / m_{2}}} \mathrm{e}^{t z} \frac{h(z)}{z}(h(z) I-A)^{-1} \mathrm{~d} z\right\| \\
& \leq \frac{1}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}}\left|\mathrm { e } ^ { t z } \left\|\left.\frac{h(z)}{z}\left|\left\|(h(z) I-A)^{-1}\right\|\right| \mathrm{d} z \right\rvert\,\right.\right. \\
& \leq \frac{M}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}}\left|\frac{\mathrm{e}^{t z}}{z}\right||\mathrm{d} z|  \tag{3.9}\\
& \leq \frac{M \mathrm{e}^{a T / m_{2}}}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}} \frac{1}{|z|}|\mathrm{d} z| \\
& \leq \frac{M \mathrm{e}^{a T / m_{2}} \rho_{0}}{\pi a \sin (\varphi) m_{2}}
\end{align*}
$$

On the other hand, for $0<t \leq T$, and regarding the properties of $\Gamma_{2}^{1 / m_{2}}$ stated above, we obtain

$$
\begin{align*}
\left\|I_{2}\right\| & =\left\|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{2}^{1 / m_{2}}} \mathrm{e}^{t z} z^{g(z)-1}\left(z^{g(z)} I-A\right)^{-1} \mathrm{~d} z\right\| \\
& \leq \frac{M}{2 \pi} \int_{\Gamma_{2}^{1 / m_{2}}}\left|\frac{\mathrm{e}^{t z}}{z}\right||\mathrm{d} z|  \tag{3.10}\\
& \leq \frac{M}{2 \pi} \int_{\Gamma_{2}^{1 / m_{2}}} \frac{\mathrm{e}^{t|z| \cos \left(\varphi / m_{2}\right)}}{|z|}|\mathrm{d} z|
\end{align*}
$$

Therefore, since $\cos \left(\varphi / m_{2}\right)<0$ by Assumption (A2), the integral 3.10 is convergent, and leads to the boundedness of $I_{2}$, and consequently joint with (3.2) the boundedness of $E(t)$, for $0<t \leq T$.

In conclusion, the generalized solution of (3.1) exists even if $u_{0}$ merely belongs to $X$, i.e. even if $u_{0}$ is not in $D(A)$, and moreover admits an unique representation
in terms of the evolution operator (3.6). Therefore, the problem 3.1 is wellposed.

Remark 3.2. If $u_{0} \in D(A)$, then since $A$ commutes with the associated resolvent, proceeding as in Theorem 3.1, it can be proved that

$$
\begin{aligned}
\|A u(t)\| & =\left\|\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} e^{z t} \frac{h(z)}{z}(h(z) I-A)^{-1} A u_{0} \mathrm{~d} z\right\| \\
& \leq \frac{1}{2 \pi}\left\|\int_{\Gamma} e^{z t} \frac{h(z)}{z}(h(z) I-A)^{-1} \mathrm{~d} z\right\|\left\|A u_{0}\right\| \\
& \leq C\left\|A u_{0}\right\|
\end{aligned}
$$

Therefore $u(t) \in D(A)$, for $t>0$, and (3.5) is a solution of 3.1).
Remark 3.3. We have shown that the evolution operator $E(t), t>0$, associated with (3.1) admits an integral representation (3.6) defined along a suitable complex path. However the path we set $\Gamma$ cannot be strictly placed in the half-complex plane $\operatorname{Re} z<0$, since the integrand does not admit holomorphic extension to the real line $\operatorname{Re} z \leq 0(\operatorname{Imag} z=0)$. Therefore, no exponential decay will be obtained as one could expect having in mind the theory of classical $C_{0}$-semigroups.

## 4. Continuous solution: Regularity at $t=0$

The regularity at $t=0^{+}$has been already studied for $\alpha(t)=$ const. in [13]. In this section we extend the study to the case of $\alpha$ depending on time, i.e. $\alpha(t)$ instead of $\alpha$.

Let $\delta$ be a positive non-zero constant, and define the set of functions

$$
\begin{equation*}
\mathcal{F}_{\delta}:=\left\{f:(0, T] \rightarrow X: \text { measurable, } \sup _{0<t \leq T}\left\|t^{\delta} f(t)\right\|<+\infty\right\} \tag{4.1}
\end{equation*}
$$

equipped with the norm

$$
\begin{equation*}
\left\|\|f\|_{\delta}:=\sup _{0<t \leq T}\right\| t^{\delta} f(t) \|, \quad f \in \mathcal{F}_{\delta} \tag{4.2}
\end{equation*}
$$

Theorem 4.1. Let $u(t)$ be the solution of (3.1) under Assumptions (A1)-(A4). If $u_{0} \in D(A)$, then the derivative $u^{\prime}(t)$, is bounded for $0<t \leq T$, and $u^{\prime}(t)=$ $O\left(t^{m_{1}-1}\right)$ as $t \rightarrow 0^{+}$.
Proof. We first notice that from the resolvent identity (3.4) it follows that the operator $A$ commutes with the evolution operator, that is, $E(t) A \xi=A E(t) \xi$, for all $\xi \in D(A)$.

Let $\Gamma$ be again the complex path defined in Section 2 . So, given $\xi \in D(A)$ we can write

$$
\begin{aligned}
u(t) & =E(t) \xi=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{z t} \frac{h(z)}{z}(h(z) I-A)^{-1} \xi \mathrm{~d} z \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{z t}\left(\frac{\xi}{z}+\frac{1}{z}(h(z) I-A)^{-1} A \xi\right) \mathrm{d} z \\
& =\xi+\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{z t} \frac{1}{z}(h(z) I-A)^{-1} A \xi \mathrm{~d} z
\end{aligned}
$$

for $t>0$. Note that above equality has been reached by using that

$$
\frac{h(z)}{z}(h(z) I-A)^{-1} \xi=\left(\frac{h(z)}{z}+A-A\right)(h(z) I-A)^{-1} \xi=\xi+\frac{1}{z}(h(z)-A)^{-1} A \xi .
$$

Therefore, denoting the derivative of $E(t)$ with respect to $t$ as $E^{\prime}(t)$, we have

$$
u^{\prime}(t)=E^{\prime}(t) \xi=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{z t}(h(z)-A)^{-1} A \xi \mathrm{~d} z
$$

For the convenience, in the definition of $\Gamma$, we consider the parameter $a$ as a function of time; in fact $a$ takes the value $1 / t^{m_{2}}$. So we have

$$
u^{\prime}(t)=\sum_{j=1}^{2} I_{j}, \quad \text { where } \quad I_{j}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{j}^{1 / m_{2}}} \mathrm{e}^{z t}(h(z) I-A)^{-1} A \xi \mathrm{~d} z
$$

and where each individual integral will be studied separately. Note that, by the definition of $\Gamma$, we have that $h(\Gamma) \subset \mathbb{C} \backslash\left\{\omega_{+}+S_{\theta}\right\}$, and therefore, for $j=1,2$, the choice of $\Gamma$ allows us to apply the sectorial property $(3.2)-(3.3)$ of $A$.

We consider two separated cases, with the same notation as in Theorem 3.1. $\omega=0$, and $\omega<0$. Hereafter in this proof we assume that $C>0$ is a generic positive constant independent of $t$.

We first set $\omega=0$. Note that, by Assumption (A3) there exist $c_{m}, C_{M}>0$ such that

$$
\begin{equation*}
c_{m} \leq \mathrm{e}^{-\operatorname{Arg}(z) g_{I}(z)} \leq C_{M} \tag{4.3}
\end{equation*}
$$

If $z \in \Gamma_{1}^{1 / m_{2}}$, then $z=\left(1 / t^{m_{2}}+\rho \mathrm{e}^{\mathrm{i}(\pi-\theta)}\right)^{1 / m_{2}}, 0 \leq \rho \leq \rho_{0}$. In that case, and having in mind that $t \rightarrow 0^{+}$, we have

$$
\begin{equation*}
\left|\mathrm{e}^{z t}\right| \leq \mathrm{e}^{\left(1 / t^{m_{2}}\right)^{1 / m_{2}} t}=\mathrm{e} \tag{4.4}
\end{equation*}
$$

and there exists $C>0$ such that

$$
\begin{align*}
|h(z)| & =|z|^{g_{R}(z)} \mathrm{e}^{-\operatorname{Arg}(z) g_{I}(z)} \\
& =\left(\frac{1}{t^{m_{2}}}+\rho \mathrm{e}^{\mathrm{i}(\pi-\theta)}\right)^{g_{R}(z) / m_{2}} \mathrm{e}^{-\operatorname{Arg}(z) g_{I}(z)}  \tag{4.5}\\
& \geq\left(\frac{1}{t^{m_{2}} \sin (\theta)}\right)^{m_{1} / m_{2}} c_{m} \geq \frac{c_{m} C}{t^{m_{1}}}
\end{align*}
$$

On the other hand,

$$
\begin{equation*}
\operatorname{length}\left(\Gamma_{1}^{1 / m_{2}}\right) \leq C\left(\frac{1 / t^{m_{2}}}{\cos (\theta)\left(1-\frac{\tan (\theta)}{\tan (\pi-\varphi)}\right)}\right)^{1 / m_{2}} \tag{4.6}
\end{equation*}
$$

Therefore, regarding (4.4-4.6 we have

$$
\begin{aligned}
\left\|I_{1}\right\| & \left.\leq \frac{M}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}}\left|\frac{\mathrm{e}^{z t}}{h(z)}\right| \mathrm{d} z \right\rvert\, \\
& \leq \frac{M \mathrm{e} t^{m_{1}}}{2 \pi c_{m} \sin (\theta)^{m_{1} / m_{2}}} \int_{\Gamma_{1}^{1 / m_{2}}}|\mathrm{~d} z| \\
& =\frac{M \mathrm{e} t^{m_{1}}}{2 \pi c_{m} \sin (\theta)^{m_{1} / m_{2}}} \text { operatornamelength }\left(\Gamma_{1}^{1 / m_{2}}\right) \\
& \leq \frac{M \mathrm{e} C t^{m_{1}-1}}{\pi c_{m} \sin (\theta)^{m_{1} / m_{2}}}
\end{aligned}
$$

If $z \in \Gamma_{2}^{1 / m_{2}}$, then $z=\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}, \rho \geq \rho_{1}$, where $\rho_{1}$ was computed in (3.7). In that case, there exists $C>0$ such that

$$
\begin{align*}
|h(z)| & =|z|^{g_{R}(z)} \mathrm{e}^{-\operatorname{Arg}(z) g_{I}(z)} \geq c_{m} \rho_{1}^{g_{R}(z) / m_{2}} \\
& =\frac{c_{m}(1 / t)^{g_{R}(z)}}{\left(\cos (\pi-\varphi)\left(\frac{\tan (\pi-\varphi)}{\tan (\theta)}-1\right)\right)^{g_{R}(z) / m_{2}}}  \tag{4.7}\\
& \geq \frac{C}{t^{m_{1}}}
\end{align*}
$$

On the other hand,

$$
\begin{equation*}
|\mathrm{d} z|=\frac{\rho^{1 / m_{2}-1}}{m_{2}} \mathrm{~d} \rho \tag{4.8}
\end{equation*}
$$

Therefore, by 4.7, and (4.8) we have

$$
\begin{aligned}
\left\|I_{2}\right\| & \leq \frac{M}{2 \pi} \int_{\Gamma_{2}^{1 / m_{2}}}\left|\frac{\mathrm{e}^{z t}}{h(z)}\right||\mathrm{d} z| \\
& \leq \frac{C M}{2 \pi} \int_{\rho_{1}}^{+\infty} \mathrm{e}^{\rho^{1 / m_{2}} \cos \left(\varphi / m_{2}\right)} \frac{t^{m_{1}} \rho^{1 / m_{2}-1}}{m_{2}} \mathrm{~d} \rho \quad\left(\nu=\rho^{1 / m_{2}}\right) \\
& \leq \frac{C M t^{m_{1}}}{2 \pi} \int_{\rho_{1}^{1 / m_{2}}}^{+\infty} \mathrm{e}^{\nu \cos \left(\varphi / m_{2}\right)} \mathrm{d} \nu \\
& \leq \frac{C M t^{m_{1}}}{2 \pi} \frac{\mathrm{e}^{\cos \left(\varphi / m_{2}\right) / t}}{\left|\cos \left(\varphi / m_{2}\right)\right|} \\
& \leq C t^{m_{1}-1}
\end{aligned}
$$

The statement for $\omega=0$ is now straightforward.
If $\omega<0$, then we have

$$
\left\|u^{\prime}(t)\right\| \leq \frac{M}{2 \pi} \int_{\Gamma}\left|\frac{\mathrm{e}^{z t}}{h(z)-\omega}\right||\mathrm{d} z|\|A \xi\|
$$

In this case, the bound

$$
\begin{aligned}
|h(z)-\omega| \geq|h(z)|-|\omega| & =\left|\frac{1}{t^{m_{2}}}+\rho \mathrm{e}^{\mathrm{i}(\pi-\theta)}\right|^{g_{R}(z) / m_{2}} \mathrm{e}^{-\operatorname{Arg}(z) g_{I}(z)}-|\omega| \\
& \geq \frac{c_{m} \sin (\theta)^{m_{1} / m_{2}}}{t^{m_{1}}}-|\omega|
\end{aligned}
$$

and the same process as for $\omega=0$, leads to the bound

$$
\left\|u^{\prime}(t)\right\| \leq \frac{C t^{m_{1}-1}}{c_{m} \sin (\theta)^{m_{1} / m_{2}}-t^{m_{1}}|\omega|}
$$

and the proof is complete.
As occurs in classical abstract parabolic ordinary differential equations, no regularity in time is expected for no regular initial data $u_{0}$. In fact, for $u_{0}$ merely belonging to $X$, we have next the Corollaries.

Corollary 4.2. Let $u(t)$ be the solution of (3.1) satisfying (A1)-(A4). If $u_{0}$ belongs to $X$, then $u^{\prime}$ belongs to $\mathcal{F}_{1}$.

Proof. Since the proof follows the one of Theorem 4.1 we just sketch it. Once again, let $\Gamma$ be the path defined in Section 3. Then, we can write

$$
u^{\prime}(t)=E^{\prime}(t) \xi=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{z t} h(z)(h(z)-A)^{-1} \xi \mathrm{~d} z, \quad t>0
$$

On the other hand, sectorial property (A4) of $A$, now with $\omega=0$, and the change of variable $\nu=t z$ lead to

$$
\left\|u^{\prime}(t)\right\| \leq \frac{M}{2 \pi} \int_{\Gamma}\left|\mathrm{e}^{t z}\right| \mathrm{d} z=\frac{M}{2 \pi t} \int_{\Gamma^{*}}\left|\mathrm{e}^{\nu}\right| \mathrm{d} \nu, \quad t>0
$$

where the complex path $\Gamma^{*}$ results from the change of variable $\nu=t z$. The boundedness of the last integral is straightforward. Proceeding similarly for $\omega<0$ we complete the proof.

The proof of the next corollary follows similar steps as that of Theorem 4.1, thus we omit it.

Corollary 4.3. Let $u(t)$ be the solution of (3.1) satisfying (A1)-(A4). If $u_{0} \in$ $D(A)$, then $u^{\prime \prime} \in \mathcal{F}_{2-m_{1}}$.

## 5. Continuous solution: Asymptotic Behavior

In this section we study the asymptotic behavior in norm of the solution of (3.1) as $t$ approaches $+\infty$, through the associated evolution operator $E(t)$. We remark that the study when $\alpha(t)$ is constant can be found in [13].

Theorem 5.1. Let $E(t)$ be the evolution operator (3.6) associated with problem (3.1) satisfying (A1)-(A4). Then, there exists a constant $C>0$ independent of $t$ such that

$$
\begin{equation*}
\|E(t)\| \leq \frac{C M}{1+|\omega| t^{m_{1}}}, \quad \text { as } t \rightarrow+\infty \tag{5.1}
\end{equation*}
$$

Notice that, in view of Theorem 5.1. the asymptotic behavior of the solution $u(t)$ of (3.1) is independent of the initial value, i.e. this holds for $u_{0}$ merely belonging to $X$.

Proof. Let $E(t)$ be the evolution operator (3.6),

$$
E(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{z t} \frac{h(z)}{z}(h(z) I-A)^{-1} \mathrm{~d} z, \quad t>0
$$

where $\Gamma$ is a suitable path connecting $-\mathrm{i} \infty$ and $+\mathrm{i} \infty$ positively oriented. In fact for the convenience of the proof we choose again $\Gamma$ as the union of $\Gamma_{1}^{1 / m_{2}}$ and $\Gamma_{2}^{1 / m_{2}}$ defined in Section 33, and again with $a$ depending on time as $1 / t^{m_{2}}$.

In Section 3 we proved that $E(t)$ is bounded, for $t>0$, and now we get a finer bound. To this end, we write

$$
E(t)=\sum_{j=1}^{2} I_{j}(t), \quad t>0, \quad \text { where } \quad I_{j}(t)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{j}^{1 / m_{2}}} \mathrm{e}^{z t} \frac{h(z)}{z}(h(z) I-A)^{-1} \mathrm{~d} z
$$

for $j=1,2$. Consider $t>0$ large enough, and study separately $I_{1}(t)$ and $I_{2}(t)$. Along this proof $C>0$ will denote a generic constant independent of $t$.
First part. Consider $I_{1}(t)$, and $z \in \Gamma_{1}^{1 / m_{2}}$. By the definition of $\Gamma_{1}^{1 / m_{2}}$,

$$
z=\left(\frac{1}{t^{m_{2}}}+\rho \mathrm{e}^{\mathrm{i}(\pi-\theta)}\right)^{1 / m_{2}}, \quad \text { for some } 0 \leq \rho \leq \rho_{0}
$$

where $\rho_{0}$ was computed in 3.7).
Note that $\left|\mathrm{e}^{z t}\right| \leq \mathrm{e}$, for $z \in \Gamma_{1}^{1 / m_{2}}$. Therefore, if $\omega=0$, then there exists $C>0$ such that parametrizing $\Gamma_{1}^{1 / m_{2}}$ we have

$$
\begin{align*}
\left\|I_{1}(t)\right\| & \leq \frac{C M \mathrm{e}}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}} \frac{1}{|z|}|\mathrm{d} z| \leq \frac{C M \mathrm{e} t^{m_{2}}}{\pi \sin (\theta)} \int_{0}^{\rho_{0}} \mathrm{~d} \rho \\
& =\frac{C M \mathrm{e}}{\pi \sin (\theta) \cos (\theta)\left(1-\frac{\tan (\theta)}{\tan (\pi-\varphi)}\right)} \tag{5.2}
\end{align*}
$$

and therefore, $I_{1}(t)$ is bounded, for $t>0$.
If $\omega<0$, then

$$
\left\|I_{1}(t)\right\| \leq \frac{M}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}} \frac{|h(z)|\left|\mathrm{e}^{z t}\right|}{|z||h(z)-\omega|}|\mathrm{d} z|
$$

For $z \in \Gamma_{1}^{1 / m_{2}}$ there exists $C>0$ such that $|z| \leq C / t$, and by 4.3),

$$
\begin{equation*}
|h(z)|=|z|^{g_{R}(z)} \mathrm{e}^{-\operatorname{Arg}(z) g_{I}(z)} \leq C_{M}\left(\frac{C}{t}\right)^{g_{R}(z)} \leq \frac{C C_{M}}{t^{m_{1}}} \tag{5.3}
\end{equation*}
$$

Moreover, there exists $C>0$ such that

$$
\begin{equation*}
|z| \geq\left(\frac{1}{t^{m_{2}}} \sin (\theta)\right)^{1 / m_{2}} \quad \Longrightarrow \quad \frac{1}{|z|} \leq C t \tag{5.4}
\end{equation*}
$$

Also, we have

$$
\begin{equation*}
\frac{1}{|h(z)-\omega|} \leq \frac{1}{\sin (\theta)} \frac{t^{m_{2}}}{1+|\omega| t^{m_{2}}}, \quad \text { for all } z \in \Gamma_{1}^{1 / m_{2}} \tag{5.5}
\end{equation*}
$$

Finally, since

$$
\begin{equation*}
\int_{\Gamma_{1}^{1 / m_{2}}}|\mathrm{~d} z|=\operatorname{length}\left(\Gamma_{1}^{1 / m_{2}}\right) \leq C\left(\frac{1 / t^{m_{2}}}{\cos (\theta)\left(1-\frac{\tan (\theta)}{\tan (\pi-\varphi)}\right)}\right)^{1 / m_{2}} \leq \frac{C}{t} \tag{5.6}
\end{equation*}
$$

for some $C>0$, bounds (5.3)-(5.6) lead us to

$$
\left\|I_{1}(t)\right\| \leq \frac{C M}{|\omega| t^{m_{1}}}, \quad \text { as } t \rightarrow+\infty
$$

and by the boundedness of $E(t)$ we have

$$
\begin{equation*}
\left\|I_{1}(t)\right\| \leq \frac{C M}{1+|\omega| t^{m_{1}}}, \quad \text { as } t \rightarrow+\infty \tag{5.7}
\end{equation*}
$$

Second part. Consider now $I_{2}(t)$, and $z \in \Gamma_{2}^{1 / m_{2}}$. By the definition of $\Gamma_{2}^{1 / m_{2}}$, $z=\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}$ for some $\rho \geq \rho_{1}$. First of all observe that the choice of $\Gamma$, and more precisely the choice of $\varphi$, implies an exponential decay of $\left|\mathrm{e}^{z t}\right|$ over $\Gamma_{2}^{1 / m_{2}}$. In this case we have to split the analysis into two parts: $|z| \leq R$, and $|z| \geq R$, for $R>0$ large enough. Denote $\Gamma_{2, l}^{1 / m_{2}}=\Gamma_{2}^{1 / m_{2}} \cap\{z \in \mathbb{C}:|z| \leq R\}$, and $\Gamma_{2, u}^{1 / m_{2}}=\Gamma_{2}^{1 / m_{2}} \cap\{z \in$ $\mathbb{C}:|z| \geq R\}$.

Consider first $\omega=0$, then

$$
\begin{aligned}
\left\|I_{2}(t)\right\| & \leq \frac{M}{2 \pi} \int_{\Gamma_{2}^{1 / m_{2}}}\left|\frac{\mathrm{e}^{z t}}{z}\right||\mathrm{d} z| \\
& =\frac{M}{2 \pi}\left(\int_{\Gamma_{2, l}^{1 / m_{2}}}\left|\frac{\mathrm{e}^{z t}}{z}\right||\mathrm{d} z|+\int_{\Gamma_{2, u}^{1 / m_{2}}}\left|\frac{\mathrm{e}^{z t}}{z}\right||\mathrm{d} z|\right)
\end{aligned}
$$

$$
=\frac{M}{2 \pi}\left(I_{2, l}(t)+I_{2, u}(t)\right)
$$

On the one hand, parametrizing $\Gamma_{2, l}^{1 / m_{2}}$ along the interval $\rho_{1} \leq \rho \leq R^{m_{2}}$, we have

$$
\begin{align*}
I_{2, l}(t) & =\frac{1}{m_{2}} \int_{\rho_{1}}^{R^{m_{2}}} \frac{\exp \left(\cos \left(\varphi / m_{2}\right) t \rho^{1 / m_{2}}\right)\left|\frac{1}{m_{2}} \rho^{1 / m_{2}-1} \mathrm{e}^{\mathrm{i} \varphi / m_{2}}\right|}{\left|\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}\right|} \mathrm{d} \rho \\
& =\frac{1}{m_{2}} \int_{\rho_{1}}^{R^{m_{2}}} \frac{\exp \left(\cos \left(\varphi / m_{2}\right) t \rho^{1 / m_{2}}\right)}{\rho} \mathrm{d} \rho  \tag{5.8}\\
& \leq \int_{t \rho_{1}^{1 / m_{2}}}^{t R} \frac{\exp \left(\cos \left(\varphi / m_{2}\right) \mu\right)}{\mu} \mathrm{d} \mu \quad\left(t \rho^{1 / m_{2}}=\mu\right) \\
& \leq \int_{t \rho_{1}^{1 / m_{2}}}^{+\infty} \frac{\exp \left(\cos \left(\varphi / m_{2}\right) \mu\right)}{\mu} \mathrm{d} \mu \leq C .
\end{align*}
$$

Notice that bound $C$ in (5.8) does not depend on $t$ because the integral lower limit $t \rho_{1}^{1 / m_{2}}$ does not.

Moreover, parametrizing $\Gamma_{2, u}^{1 / m_{2}}$ along the interval $\rho \geq R^{m_{2}}$ we have

$$
\begin{align*}
I_{2, u}(t) & \leq \frac{1}{m_{2}} \int_{R^{m_{2}}}^{+\infty} \frac{\exp \left(\cos \left(\varphi / m_{2}\right) t \rho^{1 / m_{2}}\right)}{\rho} \mathrm{d} \rho \\
& =\int_{t R}^{+\infty} \frac{\exp \left(\cos \left(\varphi / m_{2}\right) \mu\right)}{\mu} \mathrm{d} \rho \quad\left(t \rho^{1 / m_{2}}=\mu\right)  \tag{5.9}\\
& \leq \frac{\exp \left(\cos \left(\varphi / m_{2}\right) t R\right)}{-\cos \left(\varphi / m_{2}\right) t R}
\end{align*}
$$

Observe that, for $\omega=0$, 5.9 shows an exponential decay, more than needed to state the estimate (5.1) for $\omega=0$. Therefore the bounds (5.8) and (5.9) lead to the statement of theorem.

Now, we consider $\omega<0$. As in the case $\omega=0$, we can write

$$
\begin{aligned}
\left\|I_{2}(t)\right\| & \leq \frac{M}{2 \pi}\left(\int_{\Gamma_{2, l}^{1 / m_{2}}} \frac{|h(z)|\left|\mathrm{e}^{z t}\right|}{|z||h(z)-\omega|}|\mathrm{d} z|+\int_{\Gamma_{2, u}^{1 / m_{2}}} \frac{|h(z)|\left|\mathrm{e}^{z t}\right|}{|z||h(z)-\omega|}|\mathrm{d} z|\right) \\
& =\frac{M}{2 \pi}\left(I_{2, l}(t)+I_{2, u}(t)\right) .
\end{aligned}
$$

At this point, it is straightforward to show that for $z \in \Gamma_{2}^{1 / m_{2}}$,

$$
\begin{equation*}
|h(z)-\omega| \geq|\omega| \sin (\theta) \tag{5.10}
\end{equation*}
$$

and again

$$
\begin{equation*}
|h(z)|=|z|^{g_{R}(z)} \mathrm{e}^{-\operatorname{Arg}(z) g_{I}(z)} \leq C_{M} \rho^{g_{R}(z) / m_{2}} \tag{5.11}
\end{equation*}
$$

Therefore, with some abuse of the notation, we have

$$
\begin{aligned}
I_{2, l}(t) & \leq \frac{C}{m_{2}|\omega| \sin (\theta)} \int_{\rho_{1}}^{R^{m_{2}}} \rho^{g_{R}(z) / m_{2}-1} \exp \left(\cos \left(\varphi / m_{2}\right) t \rho^{1 / m_{2}}\right) \mathrm{d} \rho \\
& \leq \frac{C}{|\omega| \sin (\theta)} \int_{0}^{+\infty} \mu^{g_{R}(z)-m_{2}} \exp \left(\cos \left(\varphi / m_{2}\right) t \mu\right) \mu^{m_{2}-1} \mathrm{~d} \mu \quad\left(\rho^{1 / m_{2}}=\mu\right) \\
& \leq \frac{C}{|\omega| \sin (\theta)} \int_{0}^{1} \mu^{m_{1}-1} \exp \left(\cos \left(\varphi / m_{2}\right) t \mu\right) \mathrm{d} \mu
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{|\omega| \sin (\theta)} \int_{1}^{+\infty} \mu^{m_{2}-1} \exp \left(\cos \left(\varphi / m_{2}\right) t \mu\right) \mathrm{d} \mu \\
\leq & \frac{C}{|\omega| \sin (\theta)}\left(\frac{1}{\left(\cos \left(\varphi / m_{2}\right)\right)^{m_{1}} t^{m_{1}}}+\frac{1}{\left(\cos \left(\varphi / m_{2}\right)\right)^{m_{2}} t^{m_{2}}}\right) .
\end{aligned}
$$

Since we are assuming that $t \gg 0$, we conclude that there exists $C>0$ such that

$$
\begin{equation*}
I_{2, l}(t) \leq \frac{C}{|\omega| t^{m_{1}}} \tag{5.12}
\end{equation*}
$$

Finally, admitting again some abuse of notation, the parametrization of $\Gamma_{2}^{1 / m_{2}}$ and (5.10 leads to

$$
\begin{align*}
I_{2, u}(t) & \leq \int_{R^{m_{2}}}^{+\infty} \exp \left(\cos \left(\varphi / m_{2}\right) t \rho^{1 / m_{2}}\right) \frac{\rho^{g_{R}(z) / m_{2}}}{\rho^{1 / m_{2}}} \frac{1}{|h(z)-\omega|} \frac{\rho^{1 / m_{2}-1}}{m_{2}} \mathrm{~d} \rho \\
& \leq \frac{1}{|\omega| \sin (\theta) m_{2}} \int_{R^{m_{2}}}^{+\infty} \exp \left(\cos \left(\varphi / m_{2}\right) t \rho^{1 / m_{2}}\right) \mathrm{d} \rho  \tag{5.13}\\
& =\frac{1}{|\omega| \sin (\theta) t^{m_{2}}} \int_{t R}^{+\infty} \exp \left(\cos \left(\varphi / m_{2}\right) \mu\right) \mu^{m_{2}-1} \mathrm{~d} \mu \quad\left(t \rho^{1 / m_{2}}=\mu\right) \\
& =\frac{\Gamma\left(m_{2}-1\right)}{|\omega| \sin (\theta) t^{m_{2}} \cos \left(\varphi / m_{2}\right)^{m_{2}}}
\end{align*}
$$

Note that a different bound, finer than (5.13, could be achieved, however the asymptotic behavior for $\omega<0$ is restricted by (5.7); therefore the statement of theorem is satisfied and the proof is complete.

Remark 5.2. By the uniqueness of the Laplace transform, the evolution operator $E(t)$ defined in (3.6) satisfies the equation

$$
\begin{equation*}
E(t) \xi=\xi+\int_{0}^{t} k(t-s) A E(s) \xi \mathrm{d} s \tag{5.14}
\end{equation*}
$$

for all $\xi \in X$. This means that the family of bounded operators $\{E(t)\}_{t \geq 0}$ is a resolvent family. These families of operators were introduced by Da Prato and Ianelli in [41, Definition 1], as an extension of the notion of $C_{0}$-semigroups to solve integro-differential equations. For general kernels $k$ in (5.14) and under the 1-regularity of $k$ (see Definition in [42, Chapter 1, Section 3]) it was proved that $\lim _{t \rightarrow+\infty}\|E(t)\|=0$, see [29]. However, the results in [29] show that if $k$ is 1-regular, then $\|E(t)\| \leq \frac{C}{t}$ whereas the Theorem 5.1 above provides a better description of the behavior of $\|E(t)\|$ as $t \rightarrow+\infty$.

## 6. Discrete solution: Definition and asymptotic behavior

The time discretization of (3.1) has been addressed in the literature by several means, numerical inverse Laplace transform [30], collocation methods [7], Adomian decomposition methods [19, 20, among others.

In this work we focus on the convolution quadrature based methods whose convergence and stability have been deeply studied [15, 16], even within the wide framework described in this work for (3.1), and not only but also in the more general context of Volterra equations [8, 9].
6.1. Convolution quadratures. Let $g:(0,+\infty) \rightarrow X$ be a function belonging to $L^{1}((0,+\infty), X), N \in \mathbb{N}, T>0, \tau=T / N$, and denote $t_{n}=n \tau$, for $0 \leq n \leq N$. In this section we briefly recall how convolution quadratures formulate [32], in fact

$$
\int_{0}^{t_{n}} k\left(t_{n}-s\right) g(s) \mathrm{d} s \approx \sum_{j=0}^{n} k_{n-j} g_{j}, \quad 0 \leq n \leq N
$$

for certain weights $k_{n}$ defined below, and where $g_{n}=g\left(t_{n}\right)$, for $0 \leq n \leq N$.
First of all if $k:(0,+\infty) \rightarrow \mathbb{R}$ is a convolution kernel admitting Laplace transform $K$ (e.g. the ones we are considering in this paper) the inversion formula for the Laplace transform ensures the existence of a complex path $\Gamma$ connecting $-\mathrm{i} \infty$ and $+\mathrm{i} \infty$ positively oriented, such that

$$
\begin{aligned}
\int_{0}^{t_{n}} k\left(t_{n}-s\right) g(s) \mathrm{d} s & =\int_{0}^{t_{n}}\left(\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \mathrm{e}^{\lambda\left(t_{n}-s\right)} K(\lambda) \mathrm{d} \lambda\right) g(s) \mathrm{d} s \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} K(\lambda)\left(\int_{0}^{t_{n}} \mathrm{e}^{\lambda\left(t_{n}-s\right)} g(s) \mathrm{d} s\right) \mathrm{d} \lambda \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} K(\lambda) y_{\lambda}\left(t_{n}\right) \mathrm{d} \lambda
\end{aligned}
$$

where $y_{\lambda}(t)$ is the solution of the initial value problem

$$
\begin{equation*}
y^{\prime}(t)=\lambda y(t)+g(t), \quad t>0, \quad \text { with } y(0)=0 \tag{6.1}
\end{equation*}
$$

Now, we set the numerical solution $\left\{y_{n}\right\}_{n \geq 0}$ of 6.1), provided by a multistep linear method of $m$ steps

$$
\begin{equation*}
\sum_{j=0}^{m} \alpha_{j} y_{n+j-m}=\tau \sum_{j=0}^{m} \beta_{j}\left(\lambda y_{n+j-m}+g_{n+j-m}\right), \tag{6.2}
\end{equation*}
$$

where $y_{n}$ stands for the approximation to $y\left(t_{n}\right)$, for $n \geq 0$.
These methods admit a compact formulation in terms of generating functions. In fact, if

$$
\begin{gathered}
P(\xi)=\alpha_{0} \xi^{m}+\alpha_{1} \xi^{m-1}+\ldots+\alpha_{m} \xi^{0}, \quad Q(\xi)=\beta_{0} \xi^{m}+\beta_{1} \xi^{m-1}+\ldots+\beta_{m} \xi^{0} \\
Y(\xi)=\sum_{j=0}^{+\infty} y_{j} \xi^{j} \quad \text { and } \quad G(\xi)=\sum_{j=0}^{+\infty} g_{j} \xi^{j}
\end{gathered}
$$

then the numerical method 6.2 can be compactly written

$$
P(\xi) Y(\xi)=\tau Q(\xi)(\lambda Y(\xi)+G(\xi))
$$

or equivalently

$$
\begin{equation*}
Y(\xi)=\left(\frac{\sigma(\xi)}{\tau}-\lambda\right)^{-1} G(\xi) \tag{6.3}
\end{equation*}
$$

where $\sigma(\xi)$ stands for the characteristic function corresponding to the multistep linear method, i.e. $\sigma(\xi)=P(\xi) / Q(\xi)$. Note that all formal series are valid for $|\xi| \leq r, 0<r<1$. Therefore, if $[\cdot]_{n}$ denotes de $n$-th term of the formal series inside the brackets, then we have

$$
\int_{0}^{t_{n}} k\left(t_{n}-s\right) g(s) \mathrm{d} s \approx\left[\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} K(\lambda)\left(\frac{\sigma(\xi)}{\tau}-\lambda\right)^{-1} G(\xi) \mathrm{d} \lambda\right]_{n}=[L(\xi) G(\xi)]_{n}
$$

where $L(\xi)$ stands for the integral term

$$
L(\xi)=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} K(\lambda)\left(\frac{\sigma(\xi)}{\tau}-\lambda\right)^{-1} \mathrm{~d} \lambda
$$

Moreover, by Cauchy's formula it is straightforward that

$$
\begin{equation*}
L(\xi)=K\left(\frac{\sigma(\xi)}{\tau}\right) \tag{6.4}
\end{equation*}
$$

Therefore, $\sqrt{6.1}$, (6.3), and $(6.4)$ lead to the formulation in terms of formal series of a multistep linear method based convolution quadrature, for the discretization of (3.1),

$$
\begin{equation*}
U(\xi)=\frac{\xi}{1-\xi} u_{0}+K\left(\frac{\sigma(\xi)}{\tau}\right) A U(\xi) \tag{6.5}
\end{equation*}
$$

where $U(\xi)=\sum_{j=0}^{+\infty} u_{j} \xi^{j}$, and $u_{j}$ stands for the approximation to the analytic solution $u(t)$ at time level $t_{j}$. Therefore, according the notation of Section 3 we can write

$$
\begin{align*}
U(\xi) & =\frac{\xi}{1-\xi}\left(I-K\left(\frac{\sigma(\xi)}{\tau}\right) A\right)^{-1} u_{0}  \tag{6.6}\\
& =\frac{\xi}{1-\xi} h\left(\frac{\sigma(\xi)}{\tau}\right)\left(h\left(\frac{\sigma(\xi)}{\tau}\right) I-A\right)^{-1} u_{0}
\end{align*}
$$

Notice that the function

$$
\frac{\xi}{1-\xi} h\left(\frac{\sigma(\xi)}{\tau}\right)\left(h\left(\frac{\sigma(\xi)}{\tau}\right) I-A\right)^{-1}
$$

is holomorphic in $|\xi| \leq r$ (even if $\omega>0$, in that case for $\tau>0$ small enough). The Cauchy formula along the complex path $S(\nu)=r \mathrm{e}^{\nu \mathrm{i}}$, for $-\pi<\nu \leq \pi$, allows us to write

$$
\begin{equation*}
u_{n}=D_{n} u_{0} \tag{6.7}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{n}:=\frac{1}{2 \pi \mathrm{i}} \int_{S} \frac{1}{(1-\xi) \xi^{n}} h\left(\frac{\sigma(\xi)}{\tau}\right)\left(h\left(\frac{\sigma(\xi)}{\tau}\right) I-A\right)^{-1} \mathrm{~d} z \tag{6.8}
\end{equation*}
$$

Now, applying these ideas to (3.1), we choose as multistep linear method the backward Euler method whose characteristic function reads $\sigma(\xi)=1-\xi$. In that case, the change of variable $z=(1-\xi) / \tau$, and a convenient path deformation lead to the following expression of the discrete evolution operator $D_{n}$

$$
\begin{equation*}
D_{n}=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma} \frac{h(z)}{z} r_{n}(\tau z)(h(z) I-A)^{-1} \mathrm{~d} z \tag{6.9}
\end{equation*}
$$

where $r_{n}(z)=1 /(1-z)^{n}, n \geq 1$.
6.2. Asymptotic behavior. The convergence, and stability of the method (6.9), and results related to the representation of the numerical solution have been already studied in [8, 9, 16]. In this section we extend the asymptotic behavior of the discrete solution studied for $\alpha(t)$ constant [13, 28] to $\alpha(t)$ varying in time.
Theorem 6.1. Let $\alpha(t):(0,+\infty) \rightarrow(1,2)$ a function belonging to $L^{1}(0,+\infty)$, satisfying (A1)-(A3), and let $A$ be an operator satisfying (A4). Assume that $\omega \leq 0$. Then there exists a constant $C>0$ independent of $n$ and $\tau$ such that the numerical solution 6.7) and (6.9) satisfies

$$
\left\|u_{n}\right\| \leq \frac{C M}{1+|\omega| t_{n}^{m_{1}}}, \quad \text { as } n \rightarrow+\infty
$$

Proof. First of all, we notice that, by the representation given in [8, 16] where the backward Euler based convolution quadrature is also considered, and under Assumption (A4), the discrete evolution operator (6.9) admits the following representation in terms of the continuous evolution operator (3.6),

$$
\begin{equation*}
D_{n}=\int_{0}^{+\infty} E(s) \rho_{n}(s) \mathrm{d} s, \quad n \geq 1 \tag{6.10}
\end{equation*}
$$

where $\rho_{n}(t)$ is the measure given by

$$
\rho_{n}(t):=\frac{\mathrm{e}^{-t / \tau}}{\tau(n-1)}\left(\frac{t}{\tau}\right)^{n-1}, \quad n \geq 0
$$

Note that $\int_{0}^{+\infty} \rho_{n}(s) \mathrm{d} s=1$. Therefore, the numerical solution inherits some properties of the continuous one through this representation. In fact, since $E(t)$ is bounded as we stated in Section 3 the discrete evolution operator $D_{n}$ is bounded as well, and therefore the numerical solution is bounded independently of the regularity of $u_{0}$.

On the other hand, consider the representation 6.9 of $D_{n}$ with the complex path $\Gamma$ defined in Section 3. Therefore we can write

$$
D_{n}=\sum_{j=1}^{2} I_{j}^{n}, \quad \text { where } \quad I_{j}^{n}:=\frac{1}{2 \pi \mathrm{i}} \int_{\Gamma_{j}^{1 / m_{2}}} \frac{h(z)}{z} r_{n}(\tau z)(h(z) I-A)^{-1} \mathrm{~d} z, \quad j=1,2
$$

Now we prove that both integrals, $I_{1}^{n}$ and $I_{2}^{n}$, satisfy the statement of the Theorem. Now and hereafter we assume that $\tau$ is small enough in each instance of the proof.

Since the proof follows that of Theorem 5.1, we only present the key points.
First part. Consider first $I_{1}^{n}$, and $z \in \Gamma_{1}^{1 / m_{2}}$. Therefore

$$
z=\left(\frac{1}{t_{n}^{m_{2}}}+\rho \mathrm{e}^{\mathrm{i}(\pi-\theta)}\right)^{1 / m_{2}}, \quad \text { for some } 0 \leq \rho \leq \rho_{0}
$$

One straightforwardly has that $|1-\tau z| \geq 1-1 / n$, for $z \in \Gamma_{1}^{1 / m_{2}}$ and $n$ large enough, and therefore

$$
\begin{equation*}
\left|r_{n}(\tau z)\right|=\frac{1}{|1-\tau z|^{n}} \leq C, \quad \text { for } z \in \Gamma_{1}^{1 / m_{2}} \tag{6.11}
\end{equation*}
$$

If $\omega=0$, then there exists $C>0$ such that, as in 5.2

$$
\left\|I_{1}^{n}\right\| \leq \frac{C M}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}} \frac{1}{|z|}|\mathrm{d} z| \leq \frac{C M t_{n}^{m_{2}}}{\pi \sin (\theta)} \int_{0}^{\rho_{0}} \mathrm{~d} \rho=\frac{C M}{\pi \sin (\theta) \cos (\theta)\left(1-\frac{\tan (\theta)}{\tan (\pi-\varphi)}\right)}
$$

and the boundedness of $I_{1}^{n}$ is proven.
If $\omega<0$, then applying (5.3)- 5.6 there exists $C>0$ such that

$$
\left\|I_{1}^{n}\right\| \leq \frac{M}{2 \pi} \int_{\Gamma_{1}^{1 / m_{2}}} \frac{|h(z)|\left|r_{n}(\tau z)\right|}{|z||h(z)-\omega|}|\mathrm{d} z| \leq \frac{C M}{1+|\omega| t_{n}^{m_{1}}}, \quad n \geq 1, \quad(n \text { large enough })
$$

Second part. Consider now $I_{2}^{n}$, and $z \in \Gamma_{2}^{1 / m_{2}}$. Denote as in Theorem 5.1 $\Gamma_{2, l}^{1 / m_{2}}$, and $\Gamma_{2, u}^{1 / m_{2}}$. First, we observe that, by the choice of $\Gamma$, and more precisely of $\varphi$, there exists $\eta>0$ such that, for $\xi=|\xi| \mathrm{e}^{\mathrm{i} \varphi}$, it holds $1 /|1-\xi| \leq \mathrm{e}^{\eta \cos (\varphi)|\xi|}$, and hence we easily have

$$
\begin{equation*}
\left|r_{n}(\tau z)\right|=\left|\frac{1}{(1-\tau z)^{n}}\right| \leq \exp \left(\eta \cos \left(\varphi / m_{2}\right) \rho^{1 / m_{2}} t_{n}\right) \tag{6.12}
\end{equation*}
$$

for $n \geq 1$ and $\rho \geq \rho_{1}$. At this point it is important to notice that by the choice of $\varphi,\left|\exp \left(\eta \cos \left(\varphi / m_{2}\right) \rho^{1 / m_{2}} t_{n}\right)\right|$ decays exponentially over $\Gamma_{2}^{1 / m_{2}}$, as $n \rightarrow+\infty$.

If $\omega=0$, then

$$
\begin{aligned}
\left\|I_{2}^{n}\right\| & \leq \frac{M}{2 \pi} \int_{\Gamma_{2}^{1 / m_{2}}}\left|\frac{r_{n}(\tau z)}{z} \| \mathrm{d} z\right| \\
& =\frac{M}{2 \pi}\left(\int_{\Gamma_{2, l}^{1 / m_{2}}}\left|\frac{r_{n}(\tau z)}{z}\right||\mathrm{d} z|+\int_{\Gamma_{2, u}^{1 / m_{2}}}\left|\frac{r_{n}(\tau z)}{z} \| \mathrm{d} z\right|\right) \\
& =\frac{M}{2 \pi}\left(I_{2, l}^{n}+I_{2, u}^{n}\right)
\end{aligned}
$$

On the one hand, parametrizing $\Gamma_{2, l}^{1 / m_{2}}$ along the interval $\rho_{1} \leq \rho \leq R^{m_{2}}$, regarding (6.12), and following the steps of the estimation in (5.8), we obtain the boundedness of $I_{2, l}^{n}$, i.e. there exists $C>0$ such that

$$
\begin{equation*}
I_{2, l}^{n} \leq C \tag{6.13}
\end{equation*}
$$

Moreover, parametrizing $\Gamma_{2, u}^{1 / m_{2}}$ along the interval $\rho \geq R^{m_{2}}$ we have

$$
\begin{align*}
I_{2, u}^{n} & \leq \int_{R^{m_{2}}}^{+\infty} \frac{\left|\frac{1}{m_{2}} \rho^{1 / m_{2}-1} \mathrm{e}^{\mathrm{i} \varphi / m_{2}}\right|}{\left|1-\tau\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}\right|^{n}\left|\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}\right|} \mathrm{d} \rho  \tag{6.14}\\
& \leq \frac{1}{m_{2}} \int_{R^{m_{2}}}^{+\infty} \frac{1}{\rho\left|\tau\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}\right|^{n}} \mathrm{~d} \rho=\frac{1}{(\tau R)^{n}}
\end{align*}
$$

which is bounded if $R$ is large enough, in fact if $\tau R \geq C$ for some $C>1$. The bounds (6.13) and (6.14) lead to the statement of theorem for $\omega=0$.

Now, we set $\omega<0$. As in the case $\omega=0$, we can estimate $\left\|I_{2}^{n}\right\|$ as

$$
\begin{aligned}
\left\|I_{2}^{n}\right\| & \leq \frac{M}{2 \pi}\left(\int_{\Gamma_{2, l}^{1 / m_{2}}} \frac{|h(z)|\left|r_{n}(\tau z)\right|}{|z||h(z)-\omega|}|\mathrm{d} z|+\int_{\Gamma_{2, u}^{1 / m_{2}}} \frac{|h(z)|\left|r_{n}(\tau z)\right|}{|z||h(z)-\omega|}|\mathrm{d} z|\right) \\
& =\frac{M}{2 \pi}\left(I_{2, l}^{n}+I_{2, u}^{n}\right)
\end{aligned}
$$

In view of 5.10 and 5.11 it is easy to show that there exists $C>0$, for $z \in \Gamma_{2}^{1 / m_{2}}$,

$$
\begin{equation*}
I_{2, l} \leq \frac{C}{|\omega| t_{n}^{m_{1}}} \quad \text { as } \quad n \rightarrow+\infty \tag{6.15}
\end{equation*}
$$

Finally, and admitting again some abuse of the notation, we have

$$
\begin{aligned}
I_{2, u}^{n} & \leq \int_{R^{m_{2}}}^{+\infty} \frac{\rho^{g_{R}(z) / m_{2}}}{\rho^{1 / m_{2}}} \frac{1}{\left|1-\tau\left(\rho \mathrm{e}^{\mathrm{i} \varphi}\right)^{1 / m_{2}}\right|^{n}} \frac{1}{|h(z)-\omega|} \frac{\rho^{1 / m_{2}-1}}{m_{2}} \mathrm{~d} \rho \\
& \leq \frac{C}{|\omega| \sin (\theta) m_{2}} \int_{R^{m_{2}}}^{+\infty} \frac{1}{\left(\tau \rho^{1 / m_{2}}\right)^{n}} \mathrm{~d} \rho \\
& =\frac{C}{|\omega| \sin (\theta) \tau^{m_{2}}} \int_{\tau R}^{+\infty} \frac{1}{\mu^{n-m_{2}+1}} \mathrm{~d} \mu \quad\left(\mu=\tau \rho^{1 / m_{2}}\right) \\
& =\frac{C R^{m_{2}}}{|\omega| \sin (\theta)\left(n-m_{2}\right)(\tau R)^{n}}
\end{aligned}
$$

Assuming again that $\tau R \geq C>1$, the bound 6.15 is valid for $I_{2, u}^{n}$ as well, and the proof is complete.

Remark 6.2. Note that the numerical solution inherits the asymptotic behavior of the continuous one, in fact in case $\omega=0$ the numerical solution is merely bounded, and if $\omega<0$ the numerical solution decays as $1 / t_{n}^{m_{1}}$, for any $u_{0} \in X$ (i.e. not necessarily belonging to $D(A)$ ),

## 7. Numerical experiments

We devote this section to illustrate numerically some of theoretical aspects discussed in previous sections.
7.1. On the different definitions of fractional integrals of variable order. In this sub-section we consider the three definitions we discussed in Section 2 for the fractional integral equations of time dependent order, recall
Def.1: $\partial^{-\alpha(t)} g(t):=\int_{0}^{t} \frac{(t-s)^{\alpha(t-s)-1}}{\Gamma(\alpha(t-s))} g(s) \mathrm{d} s, t>0$.
Def.2: $\partial^{-\alpha(t)} g(t):=\frac{1}{\Gamma(\alpha(t))} \int_{0}^{t}(t-s)^{\alpha(s)-1} g(s) \mathrm{d} s, t>0$.
Def.3: $\partial^{-\alpha(t)} g(t):=\int_{0}^{t} k(t-s) g(s) \mathrm{d} s, t>0$, where $k(t):=\left(\mathcal{L}^{-1} K\right)(t)$, and $K(z):=\frac{1}{z^{z \tilde{\alpha}}(z)}$.
We also consider several choices for the viscosity function $\alpha(t)$ :

$$
\begin{array}{cl}
\alpha_{1}(t)=0.4 \sin (t)+1.5, & \left(\tilde{\alpha}(z)=0.4 /\left(z^{2}+1\right)+1.5 / z\right) \\
\alpha_{2}(t)=0.4 \cos (t)+1.5 & \left(\tilde{\alpha}(z)=0.4 z /\left(z^{2}+1\right)+1.5 / z\right) \\
\alpha_{3}(t)=0.1 \mathrm{e}^{-t}+1 & (\tilde{\alpha}(z)=0.1 /(z+1)+1 / z) \tag{7.3}
\end{array}
$$

In Figures 14 we show the results of the fractional integration with variable order according the definitions Def.1-Def.3, with the viscosity functions (7.1)-(7.3), and applied to the function $g(t)=t^{2}$. The numerical results in Figures 1,4 has been obtained by means of the trapezoidal rule for Def. 1 and Def.2, and the backward Euler based convolution quadrature [16] for Def.3. For all of them the final time is $T=10$, the number of time steps is $N=1000$, and therefore the time step size is $h=0.01$.

Figures 14 are organized as follows. For each figure, the first row shows the results of integrating $g(t)$ according the three definitions Def. 1 - Def.3, and the second row shows the differences between the results reached with these definitions. Finally, Figure 2 shows the results of integrating with integer and constant order $\alpha(t)=1$, and Figures $2 \sqrt{4}$ show the result of using the viscosity functions $\alpha_{1}(t)$, $\alpha_{2}(t)$, and $\alpha_{3}(t)$ respectively.

Regarding Figures 25 we must point out several facts:

- The integer integration $(\alpha(t)=1$, Figure 1) matches perfectly with the expected results. To be more precise, since trapezoidal rule is exact for polynomials up to degree $2\left(g(t)=t^{2}\right)$ Def. 1 and Def. 2 coincide, in other words the difference between them vanishes (first column second row, Figure 11). On the other hand, the differences between the results provided by Def. 1 and Def.2, and the results provided by Def. 3 are within the order of the backward Euler convolution quadrature (see Thm. 2.2 [34] with $p=1$, $\beta=3$, and $\eta=1$ ), i.e. differences are $O(1)$ (second row, first and second column Figure 22.
- The qualitative behavior of the integration differs depending on the definition but also on the viscosity function $\alpha(t)$, it keeps clearer if Def. 2 and Def. 3 are compared. In fact, observe that profile provided by Def. 1 seems
to be less affected by the choice of $\alpha(t)$ (first column, first row Figures 24), however the profiles provided by Def. 2 and Def. 3 are more oscillatory for $\alpha_{1}(t)$, that for $\alpha_{2}(t)$ and $\alpha_{3}(t)$ (second and third column, first row Figures $2 \sqrt{3}$.


Figure 2. Integer integration of order 1 of $g(t)=t^{2}$.


Figure 3. Fractional integration of $g(t)=t^{2}$ with $\alpha_{1}(t)=$ $0.4 \sin (t)+3 / 2$.
7.2. Initial and boundary value problem. We devote this sub-section to illustrate numerically the behavior of the solution of $2.6-2.2$ when a non scalar equation is considered. Consider the integral initial-boundary value problem

$$
\begin{equation*}
u(x, t)=u_{0}(x)+\int_{0}^{t} k(t-s)(\Delta u)(x, s) \mathrm{d} s, \quad 0 \leq t \leq T, x \in[a, b] \tag{7.4}
\end{equation*}
$$

where $\Delta$ stands for the one dimensional Laplacian in an interval $[a, b]$ with homogeneous Dirichlet/Newmann boundary conditions, $u_{0}$ stands for the initial data, and


Figure 4. Fractional integration of $g(t)=t^{2}$ with $\alpha_{2}(t)=$ $0.4 \cos (t)+3 / 2$.


Figure 5. Fractional integration of $g(t)=t^{2}$ with $\alpha_{3}(t)=$ $0.1 \mathrm{e}^{-t}+1$.
$k$ is a given convolution kernel defined as in 2.7). To illustrate numerically our results we consider here the viscosity functions $\left.\alpha_{1}(t), \alpha_{3}(t), 7.1\right)$ and 7.3 respectively, and to compare to the constant order fractional equations we also consider $\alpha_{0}(t)=\alpha$ constant. Notice that (7.4) fits in the abstract framework stated for (3.1).

Since differences in the behavior of 2-D models cannot be accurately observed in a printed version i.e. merely by showing some selected frames, we restrict our attention to 1-D examples. In the context of 2-D models we refer the readers e.g. to [14] where image processing problems have been addressed by considering piecewise constant viscosity functions, always within the framework of 3.1.

First of all we discretize the operator $\Delta$ over an uniform spatial mesh of size $h>0, x_{m}=a+m h$ with $h=(b-a) / M$. To this end we set a second-order difference scheme whose formulation leads to the system of integral equations

$$
\begin{equation*}
\mathbf{u}(t)=\mathbf{u}_{0}+\int_{0}^{t} k(t-s)\left(\Delta_{h} \mathbf{u}\right)(s) \mathrm{d} s, \quad 0 \leq t \leq T \tag{7.5}
\end{equation*}
$$

where the vector $\mathbf{u}_{0}$ stands for the restriction of $u_{0}$ to the spatial mesh, and $\Delta_{h}$ stands for the three-diagonal matrix corresponding to the mentioned difference scheme for the Laplacian, including homogeneous Dirichlet/Newmann discrete boundary conditions.

Notice that the sectorial property of $\Delta$ is inherited by $\Delta_{h}$, therefore the semidiscrete problem (7.5) fits in sectorial framework of (3.1) as well.

The time discretization is carried out by means of the backward Euler based convolution quadrature method described in Section 6.1. The fully discrete problem now reads

$$
\begin{equation*}
\mathbf{u}_{n}=\mathbf{u}_{0}+\sum_{j=1}^{n} q_{n-j} \Delta_{h} \mathbf{u}_{j}, \quad 1 \leq n \leq N \tag{7.6}
\end{equation*}
$$

where the vector $\mathbf{u}_{n}$ of size $(M+1)^{2} \times 1$ represents the approximation to the analytical solution $u\left(\cdot, t_{n}\right)$ restricted to the spatial mesh, with $t_{n}=n \tau$, for $0 \leq n \leq$ $N$ and the step size $\tau=T / N>0$. Let us highlight that each convolution weight $q_{j}$, for $j \geq 0$, is the j -th coefficient of the expansion provided when evaluating the Laplace transform of $k$ in $\sigma(\xi) / \tau$ according (6.4), and all of them have been computed by means of Fast Fourier Transform techniques [33].

Since the issues related to the convergence and stability have been precisely studied in [8, [9, in this section we will focus on showing the different behaviors of the solutions depending on the choice of $\alpha(t)$. In fact in Figure 5 we consider three initial data (first column) on the spatial intervals $[0,1],[0, \pi]$ and $[0, \sqrt{\pi}]$ respectively, and homogeneous Dirichlet boundary conditions. The time discretization is carried out with the final time $T=5$, and $N=500$, and the spatial mesh is $x_{m}=m h$ with $h=(b-a) / M$ and $M=200$, on the respective intervals, and for each initial data. The results shown in columns $2-4$ of Figure 5 stand for the evolution of $u(x, t)$ at time levels $n=100,200$, and 500 , for each initial data. All results are compared with the results achieved with constant order of integration, in fact we have considered $\alpha_{0}(t)=\alpha_{0}$ with $\alpha_{0}=1.9$.

In Figure 6 we repeat the first experiment of Figures 5, but changing the boundary conditions now with homogeneous Newmann boundary conditions.

In view of experiments in Figures 5 and 6, we highlight the following:

- In all cases the solutions decay, as $t$ tends to $+\infty$, even for $\alpha_{3}(t)$ (last row, Figures 5 whose decay turns out to be slower and cannot be clearly observed for $\bar{T}=5$. However in this case, for longer time e.g. $T=20$, it can be numerically observed that the solution decays to 0 as well.
- The behavior of solutions strongly depend on the viscosity functions $\alpha(t)$, in fact the oscillatory behavior, or the decay as $t \rightarrow+\infty$.

Conclusions. In this paper we state conditions rather undemanding for the wellposedness of fractional integral equations of variable order in time, with special regard to the conditions for viscosity functions beyond the conditions stated in the literature for general Volterra equations.


Figure 6. $\alpha_{0}(t)=1.9, \alpha_{1}(t)=0.4 \sin (t)+1.5$, and $\alpha_{3}(t)=$ $0.9 \mathrm{e}^{-t}+1$. Boundary conditions: Dirichlet homogeneous.


Figure 7. $\alpha_{0}(t)=1.9, \alpha_{1}(t)=0.4 \sin (t)+1.5$, and $\alpha_{3}(t)=$ $0.9 \mathrm{e}^{-t}+1$. Boundary conditions: Newmann homogeneous.

The numerical results confirmed that different choices of the viscosity function and/or the choice of the definition of fractional integral lead to solutions with very different profiles.

Finally, if a source term $f(t)$ is introduced in the equation (3.1), and since most parts of the proofs are carried out in terms of the continuous and discrete evolution operators, then no additional and relevant difficulties are expected to extend most of results to the non homogeneous problem.
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