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#### Abstract

This article studies the numerical solution of inverse problems for the multidimensional elliptic equation with Dirichlet-Neumann boundary conditions and Neumann type overdetermination. We present first and second order accuracy difference schemes. The stability and almost coercive stability inequalities for the solution are obtained. Numerical examples with explanation on the implementation illustrate the theoretical results.


## 1. Introduction

Inverse problems arise in many branches of science and mathematics (see 21, 28, 31 and the bibliography therein). In recent years, the subject of the inverse problems for partial differential equations is of significant and quickly growing interest for many scientists and engineers. Especially, theory and methods of solutions of inverse problems of determining unknown parameter of partial differential equations have been comprehensively studied by a few researchers (see [1], [2], 4]-[7], [9]-22], [24- 31, [34]-36, and references therein).

Existence, uniqueness, and Fredholm property theorems for the inverse problem of finding the source in an abstract second-order elliptic equation on a finite interval are established in [24].

In [34- 36, the author investigated source determination for the elliptic equation in plane, rectangle and cylinder. Sufficient conditions for the unique solvability of the inverse coefficient problems with overdetermination on the boundary, where the Dirichlet conditions are supplemented with the vanishing condition for the normal derivative on part of the boundary were given.

Approximation of inverse Bitzadze-Samarsky problem for abstract elliptic differential equations with Neumann type overdetermination which is based on semigroup theory and a functional analysis approach are described in [26].

Simultaneous reconstruction of coefficients and source parameters in elliptic systems modelled with many boundary value problems was discussed in 30. It was proposed in [18 and [29] that the determination of the problem of an unknown boundary condition in the boundary value problem in the regularization procedures

[^0]can be performed with the help of an extra measurement at an internal point. Wellposedness of inverse problems for elliptic differential and difference equations were investigated in [10]- 15 .

These works are devoted to identification problems of an elliptic differential and difference equations with Dirichlet type overdetermination.

The exact estimates for the solution of the boundary value problem of determining the parameter of an elliptic equation with a positive operator in an Banach space are obtained in [4]. The papers [4, 10], [11, [13]- 15] are devoted to getting the stability and coercive stability inequalities for the solutions of various inverse problems with Dirichlet type overdetermination for elliptic differential and difference equations.

In [15], the inverse problem for the multi-dimensional elliptic equation with Dirichlet type overdetermination and mixed boundary conditions, and also its first and second order accuracy approximations presented. Moreover, the stability, almost coercive stability and coercive stability inequalities for the solution of these difference schemes are showed.

The third and fourth order of accuracy stable difference schemes for the solution of the inverse problem with Dirichlet type overdetermination and Dirichlet boundary condition are presented in 10. By using the result of established abstract results, well-posedness of high order accuracy difference schemes of the inverse problem for a multidimensional elliptic equation were obtained. High order stable difference schemes for the approximately solution of inverse problem for the multidimensional elliptic equation with Dirichlet-Neumann boundary conditions and the stability estimates for their solutions were disscussed in [11].

In [12], the inverse problem for the multidimensional elliptic equation with Neumann type overdetermination and Dirichlet boundary condition was considered.

Our aim in this work is investigation of the inverse problem for the multidimensional elliptic equation with Neumann type overdetermination and mixed boundary conditions. We construct the first and second order of accuracy difference schemes and give stability estimates for their solutions. Numerical example with explanation on the realization on computer will be done to illustrate theoretical results.

Let $\Omega=(0, \ell) \times(0, \ell) \times \cdots \times(0, \ell)$ be the open cube in the $n$-dimensional Euclidean space with boundary $S=S_{1} \cup S_{2}, \bar{\Omega}=\Omega \cup S$, where

$$
\begin{aligned}
S= & \left\{x=\left(x_{1}, \ldots, x_{n}\right): x_{i}=0 \text { or } x_{i}=\ell, 0 \leq x_{k} \leq \ell, k \neq i, 1 \leq i \leq n\right\}, \\
& S_{1}=\left\{x=\left(x_{1}, \ldots, x_{n}\right): x_{i}=0,0 \leq x_{k} \leq \ell, k \neq i, 1 \leq i \leq n\right\}, \\
& S_{2}=\left\{x=\left(x_{1}, \ldots, x_{n}\right): x_{i}=\ell, 0<x_{k} \leq \ell, k \neq i, 1 \leq i \leq n\right\} .
\end{aligned}
$$

We consider the inverse problem of finding pair functions $u(t, x)$ and $p(x)$ for the multidimensional elliptic equation with Dirichlet-Neumann boundary conditions and Neumann type overdetermination

$$
\begin{gather*}
-u_{t t}(t, x)-\sum_{i=1}^{n}\left(a_{i}(x) u_{x_{i}}\right)_{x_{i}}+\delta u(t, x)=f(t, x)+t p(x), \quad x \in \Omega, 0<t<1 \\
u_{t}(0, x)=\varphi(x), \quad u_{t}(1, x)=\psi(x), \quad u_{t}(\lambda, x)=\xi(x), \quad x \in \bar{\Omega} \\
u(t, x)=0, x \in S_{1}, \quad \frac{\partial u}{\partial \vec{n}}(t, x)=0, x \in S_{2}, 0 \leq t \leq 1 \tag{1.1}
\end{gather*}
$$

Here, $0<\lambda<1$ and $\delta>0$ are known numbers, $a_{i}(x)(i=1, \ldots, n ; x \in \Omega)$, $\varphi(x), \psi(x), \xi(x)(x \in \bar{\Omega})$, and $f(t, x)(t \in(0, T), x \in \Omega)$ are given smooth functions, $a_{i}(x) \geq a>0(x \in \Omega)$.

In this article, the first and second order of accuracy difference schemes for approximate solution of the inverse problem are constructed (1.1) and stability, almost coercive stability estimates for the solution of these difference schemes are established.

This paper is organized as follows: In Section 2, we present the first and second order accuracy difference schemes for the inverse problem (1.1). Section 3 is devoted to the stability and almost coercive stability estimates for the solution of these difference schemes. In Section 4, we present numerical results for two dimensional elliptic equation. The conclusion is given in the final Section 5.

## 2. DIFFERENCE SCHEMES

The differential expression ( [8, 23])

$$
\begin{equation*}
A u(x)=-\sum_{i=1}^{n}\left(a_{i}(x) u_{x_{i}}(x)\right)_{x_{i}}+\delta u(x) \tag{2.1}
\end{equation*}
$$

defines a self-adjoint positive definite operator $A$ acting on space $L_{2}(\bar{\Omega})$ with the domain $D(A)=\left\{u(x) \in W_{2}^{2}(\bar{\Omega}): u=0\right.$ on $S_{1}$ and $\frac{\partial u}{\partial \bar{n}}=0$ on $\left.S_{2}\right\}$.

By using the substitution

$$
\begin{equation*}
u(t, x)=v(t, x)+A^{-1}(p t) \tag{2.2}
\end{equation*}
$$

problem (1.1) can be reduced to auxiliary nonlocal problem for $v(t, x)$ function:

$$
\begin{gather*}
-v_{t t}(t, x)+A v(t, x)=f(t, x), \quad 0<t<1, x \in \Omega \\
v_{t}(0, x)-v_{t}(\lambda, x)=\varphi(x)-\xi(x)  \tag{2.3}\\
v_{t}(1, x)-v_{t}(\lambda, x)=\psi(x)-\xi(x), \quad x \in \Omega
\end{gather*}
$$

Then, the unknown function $p(x)$ will be defined by

$$
\begin{equation*}
p(x)=A \xi(x)-A v_{t}(\lambda, x) \tag{2.4}
\end{equation*}
$$

Now, we describe approximation of inverse problem 1.1. Define the set of grid points in space variables.

$$
\begin{gathered}
\widetilde{\Omega}_{h}=\left\{x=\left(h_{1} m_{1}, \ldots, h_{n} m_{n}\right): m_{i}=0, \ldots, M_{i}, h_{i} M_{i}=\ell, i=1, \ldots, n\right\} \\
\Omega_{h}=\widetilde{\Omega}_{h} \cap \Omega, \quad S_{h}^{1}=\widetilde{\Omega}_{h} \cap S_{1}, \quad S_{h}^{2}=\widetilde{\Omega}_{h} \cap S_{2}
\end{gathered}
$$

We introduce the Hilbert spaces $L_{2 h}=L_{2}\left(\widetilde{\Omega}_{h}\right)$ and $W_{2 h}^{2}=W_{2}^{2}\left(\widetilde{\Omega}_{h}\right)$ of grid functions $g^{h}(x)=\left\{g\left(h_{1} m_{1}, \ldots, h_{n} m_{n}\right): m_{i}=0, \ldots, M_{i}, i=1, \ldots, n\right\}$ defined on $\widetilde{\Omega}_{h}$, equipped with the norms

$$
\begin{gathered}
\left\|g^{h}\right\|_{L_{2 h}}=\left(\sum_{x \in \widetilde{\Omega}_{h}}\left|g^{h}(x)\right|^{2} h_{1} \ldots h_{n}\right)^{1 / 2} \\
\left\|g^{h}\right\|_{W_{2 h}^{2}}= \\
\\
\\
+\left(g^{h} \|_{L_{2 h}}+\left(\sum_{x \in \widetilde{\Omega}_{h}} \sum_{i=1}^{n}\left|\left(g^{h}(x)\right)_{x_{i}, m_{i}}\right|^{2} h_{1} \ldots h_{n}\right)^{1 / 2}\left|\left(g^{h}(x)\right)_{x_{i} \overline{x_{i}}, m_{i}}\right|^{2} h_{1} \ldots h_{n}\right)^{1 / 2}
\end{gathered}
$$

respectively.
To the differential operator $A$ in 2.1 , we assign the difference operator $A_{h}^{x}$ defined by

$$
\begin{equation*}
A_{h}^{x} u^{h}=-\sum_{i=1}^{n}\left(a_{i}(x) u_{\bar{x}_{i}}^{h}\right)_{x_{i}, m_{i}}+\delta u^{h} \tag{2.5}
\end{equation*}
$$

acting in the space of grid functions $u^{h}(x)$ satisfying the conditions $u^{h}(x)=0$, for all $x \in S_{h}^{1}$ and $D^{h} u^{h}(x)=0$, for all $x \in S_{h}^{2}$. Here, $D^{h} u^{h}(x)$ is an approximation of $\frac{\partial u}{\partial \vec{n}}$ Note that $\left(\left[8,[23) A_{h}^{x}\right.\right.$ is a self-adjoint positive define operator in $L_{2}\left(\widetilde{\Omega}_{h}\right)$. Denote

$$
D=\frac{1}{2}\left(\tau A_{h}^{x}+\sqrt{4 A_{h}^{x}+\tau^{2}\left(A_{h}^{x}\right)^{2}}\right), \quad R=(I+\tau D)^{-1}
$$

First, by using $A_{h}^{x}$, for obtaining $u^{h}(t, x)$ functions, we arrive at problem

$$
\begin{gather*}
-\frac{d^{2} u^{h}(t, x)}{d t^{2}}+A_{h}^{x} u^{h}(t, x)=f^{h}(t, x)+p^{h}(x), \quad 0<t<1, x \in \Omega_{h} \\
\frac{d u^{h}(0, x)}{d t}=\varphi^{h}(x), \quad \frac{d u^{h}(\lambda, x)}{d t}=\xi^{h}(x), \quad \frac{d u^{h}(T, x)}{d t}=\psi^{h}(x), \quad x \in \widetilde{\Omega}_{h} \tag{2.6}
\end{gather*}
$$

Second, applying the approximate formula

$$
\begin{equation*}
\frac{d u^{h}(\lambda, x)}{d t}=\frac{d u^{h}\left(\left[\frac{\lambda}{\tau}\right] \tau, x\right)}{d t}+o(\tau) \tag{2.7}
\end{equation*}
$$

for $\frac{d u^{h}(\lambda, x)}{d t}=\xi^{h}(x)$, we replace problem 1.1 with the first order of accuracy difference scheme in $t$,

$$
\begin{gather*}
-\frac{u_{k+1}^{h}(x)-2 u_{k}^{h}(x)+u_{k-1}^{h}(x)}{\tau^{2}}+A_{h}^{x} u_{k}^{h}(x)=\theta_{k}^{h}(x)+p^{h}(x) \\
\theta_{k}^{h}(x)=f^{h}\left(t_{k}, x\right), \quad t_{k}=k \tau, 1 \leq k \leq N-1, x \in \Omega_{h}, N \tau=1 \\
\frac{u_{1}^{h}(x)-u_{0}^{h}(x)}{\tau}=\varphi^{h}(x), \quad \frac{u_{N}^{h}(x)-u_{N-1}^{h}(x)}{\tau}=\psi^{h}(x)  \tag{2.8}\\
\frac{u_{l+1}^{h}(x)-u_{l}^{h}(x)}{\tau}=\xi^{h}(x), \quad x \in \widetilde{\Omega}_{h}
\end{gather*}
$$

Here, $l=\left[\frac{\lambda}{\tau}\right],[\cdot]$ is a notation for the greatest integer function.
In a similar manner, the auxiliary nonlocal problem can be changed by the first order of accuracy difference scheme in $t$,

$$
\begin{gather*}
-\frac{v_{k+1}^{h}(x)-2 v_{k}^{h}(x)+v_{k-1}^{h}(x)}{\tau^{2}}+A_{h}^{x} v_{k}^{h}(x)=\theta_{k}^{h}(x) \\
\theta_{k}^{h}(x)=f^{h}\left(t_{k}, x\right), \quad t_{k}=k \tau, 1 \leq k \leq N-1, x \in \Omega_{h}, N \tau=1 \\
\frac{v_{1}^{h}(x)-v_{0}^{h}(x)}{\tau}-\frac{v_{l+1}^{h}(x)-v_{l}^{h}(x)}{\tau}=\varphi^{h}(x)-\xi^{h}(x),  \tag{2.9}\\
\frac{v_{N}^{h}(x)-v_{N-1}^{h}(x)}{\tau}-\frac{v_{l+1}^{h}(x)-v_{l}^{h}(x)}{\tau}=\psi^{h}(x)-\xi^{h}(x), \quad x \in \widetilde{\Omega}_{h}
\end{gather*}
$$

In this step of approximation, by using the approximate formula

$$
\begin{equation*}
\frac{d u^{h}}{d t}(\lambda, x)=\frac{d u^{h}}{d t}(l \tau, x)+\left(\frac{\lambda}{\tau}-l\right)\left(\frac{d u^{h}}{d t}(l \tau+\tau, x)-\frac{d u^{h}}{d t}(l \tau, x)\right)+o\left(\tau^{2}\right) \tag{2.10}
\end{equation*}
$$

for condition $\frac{d u^{h}}{d t}(\lambda, x)=\frac{d \xi^{h}}{d t}(x)$, we can get the following second order of accuracy difference schemes

$$
\begin{gather*}
-\frac{u_{k+1}^{h}(x)-2 u_{k}^{h}(x)+u_{k-1}^{h}(x)}{\tau^{2}}+A_{h}^{x} u_{k}^{h}(x)=\theta_{k}^{h}(x)+p^{h}(x) \\
\theta_{k}^{h}(x)=f^{h}\left(t_{k}, x\right), \quad t_{k}=k \tau, 1 \leq k \leq N-1, x \in \widetilde{\Omega}_{h} \\
\frac{-3 u_{0}^{h}(x)+4 u_{1}^{h}(x)-u_{2}^{h}(x)}{2 \tau}=\varphi^{h}(x), \quad \frac{3 u_{N}^{h}(x)-4 u_{N-1}^{h}(x)+u_{N-2}^{h}(x)}{2 \tau}=\psi^{h}(x), \\
\frac{3 u_{l}^{h}(x)-4 u_{l+1}^{h}(x)+u_{l+2}^{h}(x)}{2 \tau}+\left(\frac{\lambda}{\tau}-l\right)\left[\frac{3 u_{l+1}^{h}(x)-4 u_{l+2}^{h}(x)+u_{l+3}^{h}(x)}{2 \tau}\right. \\
\left.-\frac{3 u_{l}^{h}(x)-4 u_{l+1}^{h}(x)+u_{l+2}^{h}(x)}{2 \tau}\right]=\xi^{h}(x), \quad x \in \widetilde{\Omega}_{h}, N \tau=1, \tag{2.11}
\end{gather*}
$$

and

$$
\begin{align*}
&-\frac{v_{k+1}^{h}(x)-2 v_{k}^{h}(x)+v_{k-1}^{h}(x)}{\tau^{2}}+A_{h}^{x} v_{k}^{h}(x)=\theta_{k}^{h}(x), \quad \theta_{k}^{h}(x)=f^{h}\left(t_{k}, x\right), \\
& t_{k}=k \tau, \quad 1 \leq k \leq N-1, x \in \widetilde{\Omega}_{h}, \\
& \frac{-3 v_{0}^{h}(x)+4 v_{1}^{h}(x)-v_{2}^{h}(x)}{2 \tau}-\frac{-3 v_{l}^{h}(x)+4 v_{l+1}^{h}(x)-v_{l+2}^{h}(x)}{2 \tau} \\
&-\left(\frac{\lambda}{\tau}-l\right)\left(\frac{-3 v_{l+1}^{h}(x)+4 v_{l+2}^{h}(x)-v_{l+3}^{h}(x)}{2 \tau}-\frac{-3 v_{l}^{h}(x)+4 v_{l+1}^{h}(x)-v_{l+2}^{h}(x)}{2 \tau}\right) \\
&= \varphi^{h}(x)-\xi^{h}(x), \quad \\
& \frac{3 v_{N}^{h}(x)-4 v_{N-1}^{h}(x)+v_{N-2}^{h}(x)}{2 \tau}-\frac{-3 v_{l}^{h}(x)+4 v_{l+1}^{h}(x)-v_{l+2}^{h}(x)}{2 \tau} \\
&-\left(\frac{\lambda}{\tau}-l\right)\left(\frac{-3 v_{l+1}^{h}(x)+4 v_{l+2}^{h}(x)-v_{l+3}^{h}(x)}{2 \tau}-\frac{-3 v_{l}^{h}(x)+4 v_{l+1}^{h}(x)-v_{l+2}^{h}(x)}{2 \tau}\right) \\
&= \psi^{h}(x)-\xi^{h}(x), \quad x \in \widetilde{\Omega}_{h}, N \tau=1 \tag{2.12}
\end{align*}
$$

for approximate solutions of inverse problem 1.1 and auxialary nonlocal problem (2.3), respectively.

## 3. Stability estimates

Now, we consider the linear spaces of mesh functions $\theta^{\tau}=\left\{\theta_{k}\right\}_{1}^{N-1}$ with values in the Hilbert space $H$. Denote by $C\left([0,1]_{\tau}, H\right)$ and $\mathcal{C}_{01}^{\alpha, \alpha}\left([0,1]_{\tau}, H\right)$ normed spaces with the norms

$$
\begin{gathered}
\left\|\left\{\theta_{k}\right\}_{1}^{N-1}\right\|_{C\left([0,1]_{\tau}, H\right)}=\max _{1 \leq k \leq N-1}\left\|\theta_{k}\right\|_{H} \\
\left\|\left\{\theta_{k}\right\}_{1}^{N-1}\right\|_{\mathcal{C}_{0 T}^{\alpha, \alpha}\left([0,1]_{\tau}, H\right)} \\
=\left\|\left\{\theta_{k}\right\}_{1}^{N-1}\right\|_{C\left([0,1]_{\tau}, H\right)}+\sup _{1 \leq k<k+s \leq N-1} \frac{(k \tau+s \tau)^{\alpha}(1-k \tau)^{\alpha}\left\|\theta_{k+s}-\theta_{k}\right\|_{H}}{(s \tau)^{\alpha}},
\end{gathered}
$$

respectively. Let $\tau$ and $|h|=\sqrt{h_{1}^{2}+\cdots+h_{n}^{2}}$ be sufficiently small positive numbers.

Theorem 3.1. The solution $\left(\left\{u_{k}^{h}\right\}_{1}^{N-1}, p^{h}\right)$ of difference scheme 2.8 obeys the following stability estimates:

$$
\begin{aligned}
& \left\|\left\{u_{k}^{h}\right\}_{1}^{N-1}\right\|_{C\left([0,1]_{\tau}, L_{2 h}\right)} \\
& \leq M\left[\left\|\varphi^{h}\right\|_{L_{2 h}}+\left\|\psi^{h}\right\|_{L_{2 h}}+\left\|\xi^{h}\right\|_{L_{2 h}}+\left\|\left\{f_{k}^{h}\right\}_{1}^{N-1}\right\|_{C\left([0,1]_{\tau}, L_{2 h}\right)}\right] \\
& \left\|p^{h}\right\|_{L_{2 h}} \\
& \leq M\left[\left\|\varphi^{h}\right\|_{W_{2 h}^{2}}+\left\|\psi^{h}\right\|_{W_{2 h}^{2}}+\left\|\xi^{h}\right\|_{W_{2 h}^{2}}+\frac{1}{\alpha(1-\alpha)}\left\|\left\{f_{k}^{h}\right\}_{1}^{N-1}\right\|_{\mathcal{C}_{0 T}^{\alpha, \alpha}\left([0,1]_{\tau}, L_{2 h}\right)}\right],
\end{aligned}
$$

where $M$ is independent of $\varphi^{h}, \psi^{h}, \xi^{h}, \tau, \alpha, h$, and $\left\{f_{k}^{h}\right\}_{1}^{N-1}$.
Theorem 3.2. The solution $\left(\left\{u_{k}^{h}\right\}_{1}^{N-1}, p^{h}\right)$ of difference scheme 2.8 obeys the almost coercive stability estimate:

$$
\begin{aligned}
& \left.\|\left\{\frac{u_{k+1}^{h}-2 u_{k}^{h}+u_{k-1}^{h}}{\tau^{2}}\right)\right\}_{1}^{N-1}\left\|_{C\left([0,1]_{\tau}, L_{2 h}\right)}+\right\|\left\{A_{h} u_{k}^{h}\right\}_{1}^{N-1}\left\|_{C\left([0,1]_{\tau}, L_{2 h}\right)}+\right\| p^{h} \|_{L_{2 h}} \\
& \leq M\left(\left\|\varphi^{h}\right\|_{W_{2 h}^{2}}+\left\|\psi^{h}\right\|_{W_{2 h}^{2}}+\left\|\xi^{h}\right\|_{W_{2 h}^{2}}+\ln \left(\frac{1}{\tau+h}\right)\left\|\left\{f_{k}^{h}\right\}_{1}^{N-1}\right\|_{C\left([0,1]_{\tau}, L_{2 h}\right)}\right)
\end{aligned}
$$

where $M$ does not depend on $\varphi^{h}, \psi^{h}, \xi^{h}, \tau, \alpha, h$, and $\left\{f_{k}^{h}\right\}_{1}^{N-1}$.
The proofs of Theorems 3.1-3.2 are based on the symmetry property of operator $A_{h}^{x}$ in $L_{2 h}$, and the following formulas

$$
\begin{align*}
& u_{k}^{h}= P\left(R^{k}-R^{2 N-k}-R^{N-k}+R^{N+k}\right) v_{0}^{h}+\left(I-R^{2 N}\right)^{-1}\left(R^{N-k}-R^{N+k}\right) \\
& \times\left\{-(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau\right. \\
&+G_{1}(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left[\left(R^{|1-i|-1}-R^{i}\right)-\left(R^{|N-i|-1}-R^{N+i-1}\right)\right. \\
&\left.\left.+\left(R^{|N-1-i|-1}-R^{N+i-2}\right)\right] \theta_{i}^{h} \tau+\tau G_{1}\left(\varphi^{h}-\psi^{h}\right)\right\}-\left(I-R^{2 N}\right)^{-1}  \tag{3.1}\\
& \times\left(R^{N-k}-R^{N+k}\right)(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau \\
&+(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left[\left(R^{|k-i|-1}-R^{k+i-1}\right)\right] \theta_{i}^{h} \tau+t_{k} p^{h}, \\
&=-\frac{1}{\tau} P\left(R^{l}-R^{2 N-l}-R^{N-l}+R^{N+l}-R^{l+1}-R^{2 N-l-1}-R^{N-l-1}\right. \\
&+\left.R^{N+l+1}\right) A_{h} v_{0}^{h}+\left(I-R^{2 N}\right)^{-1}\left(R^{N-l}-R^{N+l}-R^{N-l-1}+R^{N+l+1}\right) \\
& \times\left\{-(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau+G_{1}(2 I+\tau D)^{-1}\right. \\
& D^{-1} \sum_{i=1}^{N-1}\left[R^{|1-i|-1}-R^{i}-R^{|N-i|-1}+R^{N+i-1}+R^{|N-1-i|-1}-R^{N+i-2}\right] A_{h} \theta_{i}^{h} \\
&+\left.G_{1}\left(A_{h} \varphi^{h}-A_{h} \psi^{h}\right)\right\}-\left(I-R^{2 N}\right)^{-1}\left(R^{N-l}-R^{N+l}-R^{N-l-1}+R^{N+l+1}\right)
\end{align*}
$$

$$
\begin{aligned}
& \times(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) A_{h} \theta_{i}^{h}+(2 I+\tau D)^{-1} \\
& \times D^{-1} \sum_{i=1}^{N-1}\left(R^{|l-i|-1}-R^{l+i-1}-R^{|l+1-i|-1}+R^{l+i}\right) A_{h} \theta_{i}^{h}+A_{h} \xi^{h}, \\
& v_{0}^{h}= Q_{1} P\left(R^{N-1}-R^{N+1}-R^{N-l-1}+R^{N+l+1}+R^{N-l}-R^{N+l}\right) \\
& \times\left\{(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i} \tau-G_{1}(2 I+\tau D)^{-1}\right. \\
& \times D^{-1} \sum_{i=1}^{N-1}\left(R^{|1-i|-1}-R^{i}+R^{|l+1-i|-1}-R^{l+i}-R^{|l-i|-1}+R^{l+i-1}\right) \theta_{i} \tau \\
&\left.-\tau G_{1}(\varphi-\xi)\right\}+Q_{1}\left(I-R^{2 N}\right)^{-1} \\
& \times\left[\left(R^{N-1}-R^{N+1}\right)-\left(R^{N-l-1}-R^{N+l+1}\right)+\left(R^{N-l}-R^{N+l}\right)\right] \\
&\left.\times(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau\right]-Q_{1}(2 I+\tau D)^{-1} \\
& \times D^{-1} \sum_{i=1}^{N-1}\left[\left(R^{|1-i|-1}-R^{i}\right)-\left(R^{|l+1-i|-1}-R^{L+i}\right)\right. \\
&\left.+\left(R^{|l-i|-1}-R^{l+i-1}\right)\right] \theta_{i}^{h} \tau+\tau Q_{1}\left(\varphi^{h}-\xi^{h}\right), \\
& \quad G_{1}=\left(I+R^{N-1}\right)^{-1}(I-R)^{-1}\left(I+R^{N}\right), \\
& \quad Q_{1}=-\left(I-R^{N-l-1}\right)^{-1}\left(I-R^{l}\right)^{-1}\left(I-R^{N}\right)(I-R)^{-1}
\end{aligned}
$$

for difference scheme 2.8, and

$$
\begin{align*}
u_{k}^{h}= & P\left(R^{k}-R^{2 N-k}-R^{N-k}+R^{N+k}\right) v_{0}^{h}+P\left(R^{N-k}-R^{N+k}\right) \\
& \times\left\{(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau\right. \\
& -G_{2}(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left[4\left(R^{|1-i|-1}-R^{i}\right)-\left(R^{|2-i|-1}-R^{i+1}\right)\right. \\
& -3\left(R^{|N-i|-1}-R^{N+i-1}\right)+4\left(R^{|N-1-i|-1}-R^{N+i-2}\right)-R^{|N-2-i|-1} \\
& \left.\left.+R^{N+i-3}\right] \theta_{i}^{h} \tau+2 \tau G_{2}\left(\varphi^{h}(x)-\psi^{h}(x)\right)\right\}-\left(I-R^{2 N}\right)^{-1}\left(R^{N-k}-R^{N+k}\right) \\
& \times(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau \\
& +(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{|k-i|-1}-R^{k+i-1}\right) \theta_{i}^{h} \tau+t_{k} p^{h}, \tag{3.2}
\end{align*}
$$

$$
\begin{align*}
& p^{h}=\frac{1}{2 \tau} P\left(R^{l}-R^{2 N-l}-R^{N-l}+R^{N+l}-R^{l+2}+R^{2 N-l-2}+R^{N-l-2}\right. \\
& \left.-R^{N+l+2}\right) A_{h} v_{0}^{h}+\frac{1}{2 \tau}\left(I-R^{2 N}\right)^{-1}\left(R^{N-l}-R^{N+l}-R^{N-l-2}+R^{N+l+2}\right) \\
& \times\left\{(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) A_{h} \theta_{i}^{h} \tau\right. \\
& -G_{2}(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left[4\left(R^{|1-i|-1}-R^{i}\right)-\left(R^{|2-i|-1}-R^{i+1}\right)\right. \\
& -3\left(R^{|N-i|-1}-R^{N+i-1}\right)+4\left(R^{|N-1-i|-1}-R^{N+i-2}\right) \\
& \left.\left.-\left(R^{|N-2-i|-1}-R^{N+i-3}\right)\right] A_{h} \theta_{i}^{h} \tau+2 \tau G_{2}\left(A_{h} \varphi^{h}-A_{h} \psi^{h}\right)\right\} \\
& -\frac{1}{2}\left(I-R^{2 N}\right)^{-1}\left(R^{N-l}-R^{N+l}-R^{N-l-2}+R^{N+l+2}\right) \\
& \times(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) A_{h} \theta_{i}^{h}+\frac{1}{2}(2 I+\tau D)^{-1} \\
& \times D^{-1} \sum_{i=1}^{N-1}\left(R^{|l-i|-1}-R^{l+i-1}-R^{|l+2-i|-1}+R^{l+i+1}\right) A_{h} \theta_{i}^{h}+A_{h} \xi^{h},  \tag{3.3}\\
& v_{0}^{h}=-Q_{2} P\left[4\left(R^{N-1}-R^{N+1}\right)-\left(R^{N-2}-R^{N+2}\right)\right] \\
& \times\left\{(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau\right]-G_{2}(2 I+\tau D)^{-1} \\
& \times D^{-1} \sum_{i=1}^{N-1}\left[4\left(R^{|1-i|-1}-R^{i}\right)-\left(R^{|2-i|-1}-R^{i+1}\right)-3\left(R^{|N-i|-1}-R^{N+i-1}\right)\right. \\
& \left.+4\left(R^{|N-1-i|-1}-R^{N+i-2}\right)-\left(R^{|N-2-i|-1}-R^{N+i-3}\right)\right] \theta_{i}^{h} \tau+2 \tau G_{2}\left(\varphi^{h}(x)\right. \\
& \left.\left.-\psi^{h}(x)\right)\right\}+Q_{2} P\left\{4\left(R^{N-1}-R^{N+1}\right)-\left(R^{N-2}-R^{N+2}\right)+\left(\frac{\lambda}{\tau}-l-1\right)\right. \\
& \times\left[\left(-3\left(R^{l}-R^{2 N-l}\right)+4\left(R^{l+1}-R^{2 N-l-1}\right)-\left(R^{l+2}-R^{2 N-l-2}\right)\right)\right] \\
& -\left(\frac{\lambda}{\tau}-l\right)\left[\left(-3\left(R^{l+1}-R^{2 N-l-1}\right)+4\left(R^{l+2}-R^{2 N-l-2}\right)\right.\right. \\
& \left.\left.\left.-\left(R^{l+3}-R^{2 N-l-3}\right)\right)\right]\right\}(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left(R^{N-1-i}-R^{N-1+i}\right) \theta_{i}^{h} \tau \\
& -Q_{2}(2 I+\tau D)^{-1} D^{-1} \sum_{i=1}^{N-1}\left\{4\left(R^{|1-i|-1}-R^{i}\right)-\left(R^{|2-i|-1}-R^{i+1}\right)\right. \\
& +\left(\frac{\lambda}{\tau}-l-1\right)\left[-3\left(R^{|l-i|-1}-R^{l+i-1}\right)+4\left(R^{|l+1-i|-1}-R^{l+i}\right)\right. \\
& \left.-\left(R^{|l+2-i|-1}-R^{l+i+1}\right)\right]-\left(\frac{\lambda}{\tau}-l\right)\left[-3\left(R^{|l+1-i|-1}-R^{l+i}\right)\right. \\
& \left.\left.+4\left(R^{|l+2-i|-1}-R^{l+i+1}\right)-\left(R^{|l+3-i|-1}-R^{l+i+2}\right)\right]\right\} \theta_{i}^{h} \tau+2 \tau Q_{2}\left(\varphi^{h}(x)\right. \\
& \left.-\xi^{h}(x)\right), \tag{3.4}
\end{align*}
$$

$$
\begin{aligned}
& G_{2}=\left[\left(I+R^{N}\right)^{-1}(I-R)\left[(R-3 I)-R^{N-2}(I-3 R)\right]\right]^{-1} \\
& Q_{2}=\left[\left(I-R^{N}\right)^{-1}(I-R)\left[(R-3 I)+R^{N-2}(I-3 R)\right]\right]^{-1}
\end{aligned}
$$

for difference scheme (2.11), and the following theorem on well-posedness of the elliptic difference problem.

Theorem 3.3 ([33). For the solution of the elliptic difference problem

$$
\begin{gathered}
A_{h}^{x} u^{h}(x)=\omega^{h}(x), \quad x \in \widetilde{\Omega}_{h} \\
u^{h}(x)=0, x \in S_{h}^{1}, \quad D^{h} u^{h}(x)=0, x \in S_{h}^{2}
\end{gathered}
$$

the following coercivity inequality holds:

$$
\sum_{q=1}^{n}\left\|\left(u^{h}\right)_{\bar{x}_{q} x_{q}, j_{q}}\right\|_{L_{2 h}} \leq M\left\|\omega^{h}\right\|_{L_{2 h}}
$$

here $M$ does not depend on $h$ and $\omega^{h}$.

## 4. Numerical results

For the numerical result, consider the inverse elliptic problem

$$
\begin{gather*}
-\frac{\partial^{2} u(t, x)}{\partial t^{2}}-\frac{\partial}{\partial x}\left((1+x) \frac{\partial u(t, x)}{\partial x}\right)+u(t, x)=f(t, x)+t p(x) \\
f(t, x)=\exp (-t)\left[-2 x-x^{2}+2 t x\right]-2 x+x^{2}+t^{2}\left[3 x-\frac{x^{2}}{2}\right] \\
0<x<1,0<t<1 \\
u(0, x)=x^{2}-2 x, \quad 0 \leq x \leq 1  \tag{4.1}\\
u(1, x)=\left[e^{-1}+1\right]\left(\frac{x^{2}}{2}-x\right), \quad 0 \leq x \leq 1 \\
u(\lambda, x)=[\exp (-\lambda)+\lambda]\left(\lambda x-\frac{\lambda x^{2}}{2}+x^{2}-2 x\right), \quad 0 \leq x \leq 1 \\
u(t, 0)=0, \quad u_{x}(t, 1)=0, \quad 0 \leq t \leq 1, \quad \lambda=\frac{3}{5}
\end{gather*}
$$

It can be easily seen that $u(x, t)=[\exp (-t)+t]\left(t x-\frac{t x^{2}}{2}+x^{2}-2 x\right)$ and $p(x)=$ $-6 x+x^{2}$ are the exact solutions of (4.1).

We introduce the set $[0,1]_{\tau} \times[0,1]_{h}$ of grid points

$$
\begin{gathered}
{[0,1]_{\tau} \times[0,1]_{h}=\left\{\left(t_{k}, x_{n}\right): t_{k}=k \tau, k=1, \ldots, N-1, N \tau=1\right.} \\
\left.x_{n}=n h, n=1, \ldots, M-1, M h=1\right\}
\end{gathered}
$$

Applying 2.7) and 2.10, respectively, we get the first order of accuracy difference scheme, in $t$ and in $x$,

$$
\begin{align*}
& \frac{v_{n}^{k+1}-2 v_{n}^{k}+v_{n}^{k-1}}{\tau^{2}}+\left(1+x_{n}\right) \frac{v_{n+1}^{k}-2 v_{n}^{k}+v_{n-1}^{k}}{h^{2}}+\frac{v_{n+1}^{k}-v_{n-1}^{k}}{2 h}-v_{n}^{k} \\
& =-f\left(t_{k}, x_{n}\right), \quad k=1, \ldots, N-1, n=1, \ldots, M-1 \\
& v_{0}^{k}=0, \quad v_{M}^{k}-v_{M-1}^{k}=0, \quad k=0, \ldots, N \\
& v_{n}^{1}-v_{n}^{0}-v_{n}^{l+1}+v_{n}^{l}=\tau\left(\varphi_{n}-\xi_{n}\right)  \tag{4.2}\\
& v_{n}^{N}-v_{n}^{N-1}-v_{n}^{l+1}+v_{n}^{l}=\tau\left(\psi_{n}-\xi_{n}\right) \\
& \varphi_{n}=\varphi\left(x_{n}\right), \quad \psi_{n}=\psi\left(x_{n}\right), \quad \xi_{n}=\xi\left(x_{n}\right), \quad n=0, \ldots, M, l=\left[\frac{\lambda}{\tau}\right]
\end{align*}
$$

and the second order of accuracy difference scheme, in $t$ and in $x$,

$$
\begin{align*}
& \frac{v_{n}^{k+1}-2 v_{n}^{k}+v_{n}^{k-1}}{\tau^{2}}+\left(1+x_{n}\right) \frac{v_{n+1}^{k}-2 v_{n}^{k}+v_{n-1}^{k}}{h^{2}}+\frac{v_{n+1}^{k}-v_{n-1}^{k}}{2 h}-v_{n}^{k} \\
& =-f\left(t_{k}, x_{n}\right), \quad k=1, \ldots, N-1, n=1, \ldots, M-1, \\
& v_{0}^{k}=0, \quad-3 v_{M}^{k}+4 v_{M-1}^{k}-v_{M-2}^{k}=0, \\
& 10 v_{M}^{k}-15 v_{M-1}^{k}+6 v_{M-2}^{k}-v_{M-3}^{k}=0, \quad k=0, \ldots, N, \\
& \quad\left(-3 v_{n}^{0}+4 v_{n}^{1}-v_{n}^{2}\right)+\left(\frac{\lambda}{\tau}-l-1\right)\left(3 v_{n}^{l}-4 v_{n}^{l+1}+v_{n}^{l+2}\right)  \tag{4.3}\\
& \quad-\left(\frac{\lambda}{\tau}-l\right)\left(3 v_{n}^{l+1}-4 v_{n}^{l+2}+v_{n}^{l+3}\right)=2 \tau\left(\varphi_{n}-\xi_{n}\right) \\
& \\
& 3 v_{n}^{N}-4 v_{n}^{N-1}+v_{n}^{N-2}+\left(\frac{\lambda}{\tau}-l-1\right)\left(3 v_{n}^{l}-4 v_{n}^{l+1}+v_{n}^{l+2}\right) \\
& \quad-\left(\frac{\lambda}{\tau}-l\right)\left(3 v_{n}^{l+1}-4 v_{n}^{l+2}+v_{n}^{l+3}\right)=2 \tau\left(\psi_{n}-\xi_{n}\right), \\
& \varphi_{n}=
\end{align*} \quad \varphi\left(x_{n}\right), \quad \psi_{n}=\psi\left(x_{n}\right), \quad \xi_{n}=\xi\left(x_{n}\right), \quad k=0, \ldots, N, l=\left[\frac{\lambda}{\tau}\right] \quad .
$$

for the approximate solution of the auxiliary nonlocal problem (2.3). Note that both difference schemes have the second order of accuracy in $x$.

The difference scheme (4.2) can be rewritten in the matrix form

$$
\begin{gather*}
A_{n} v_{n+1}+B_{n} v_{n}+C_{n} v_{n-1}=I \theta_{n}, \quad n=1, \ldots, M-1, \\
v_{0}=\overrightarrow{0}, \quad v_{M}-v_{M-1}=\overrightarrow{0} . \tag{4.4}
\end{gather*}
$$

Here, $\theta_{n}, v_{n-1}, v_{n}, v_{n+1}$ are $(N+1) \times 1$ column vectors

$$
\begin{gathered}
\theta_{n}=\left[\begin{array}{c}
\theta_{n}^{0} \\
\vdots \\
\theta_{n}^{N}
\end{array}\right]_{(N+1) \times 1}, \quad v_{i}=\left[\begin{array}{c}
v_{i}^{0} \\
\vdots \\
v_{i}^{N}
\end{array}\right]_{(N+1) \times 1}, \quad i=n-1, n, n+1, \\
\theta_{n}^{0}=\tau\left(\varphi_{n}-\xi_{n}\right), \quad \theta_{n}^{N}=\tau\left(\psi_{n}-\xi_{n}\right), \quad n=1, \ldots, M-1, \\
\theta_{n}^{k}=-f\left(t_{k}, x_{n}\right), \quad k=1, \ldots, N-1, \quad n=1, \ldots, M-1,
\end{gathered}
$$

and $A, B, C$ are $(N+1) \times(N+1)$ square matrices

$$
\begin{align*}
& A_{n}=\left[\begin{array}{ccccc}
0 & 0 & & & 0 \\
0 & a_{n} & & & \\
& & \ddots & & \\
& & & a_{n} & 0 \\
0 & & & 0 & 0
\end{array}\right],  \tag{4.5}\\
& B_{n}=\left[\begin{array}{ccccccccc}
1 & -1 & 0 & 0 & 1 & -1 & & & 0 \\
d & b_{n} & d & & & & & & \\
0 & d & b_{n} & \ddots & & & & & \\
& & \ddots & \ddots & \ddots & & & & \\
& & & d & b_{n} & d & & & \\
& & & & \ddots & \ddots & \ddots & & \\
& & & & & \ddots & b_{n} & d & 0 \\
0 & & & 0 & 1 & -1 & 0 & -1 & 1
\end{array}\right], \\
& C_{n}=\left[\begin{array}{ccccc}
0 & 0 & & & 0 \\
0 & c_{n} & & & \\
& & \ddots & & \\
& & & c_{n} & 0 \\
0 & & & 0 & 0
\end{array}\right],  \tag{4.6}\\
& a_{n}=\frac{\left(1+x_{n}\right)}{h^{2}}+\frac{1}{2 h}, \quad b=-\frac{2}{\tau^{2}}-\frac{2\left(1+x_{n}\right)}{h^{2}}-1, \\
& c=\frac{\left(1+x_{n}\right)}{h^{2}}-\frac{1}{2 h}, \quad d=\frac{1}{\tau^{2}},
\end{align*}
$$

and $I$ is the $(N+1) \times(N+1)$ identity matrix.
We search for a solution of (4.4) by using the formula (see [32])

$$
v_{n}=\alpha_{n+1} v_{n+1}+\beta_{n+1}, \quad n=1, \ldots, M-1,
$$

where $\alpha_{1}, \ldots, \alpha_{M-1}$ are $(N+1) \times(N+1)$ square matrices and $\beta_{1}, \ldots, \beta_{M-1}$ are $(N+1) \times 1$ column matrices. For the solution of system equations 4.4), we have recurrent formulas for calculation of $\alpha_{n+1}, \beta_{n+1}$ :

$$
\begin{gathered}
\alpha_{n+1}=-\left(B+C \alpha_{n}\right)^{-1} A \\
\beta_{n+1}=-\left(B+C \alpha_{n}\right)^{-1}\left(I \theta_{n}-C \beta_{n}\right), \quad n=1, \ldots, M-1
\end{gathered}
$$

where $\alpha_{1}$ is the zero matrix and $\beta_{1}$ is the zero column vector.
Applying formula (2.4), we have

$$
\begin{aligned}
p_{n}= & 2 x_{n}((3-\lambda) \exp (-\lambda)+2 \lambda-2) \\
& +\left(1+x_{n}\right)\left[\frac{v_{n+1}^{l+2}-v_{n+1}^{l+1}-2 v_{n}^{l+2}+2 v_{n}^{l+1}+v_{n-1}^{l+2}-v_{n-1}^{l+1}}{h^{2} \tau}\right] \\
& +\left[\frac{v_{n+1}^{l+2}-v_{n+1}^{l+1}-v_{n}^{l+2}+v_{n}^{l+1}}{\tau h}\right]-\left[\frac{v_{n}^{l+2}-v_{n}^{l+1}}{\tau}\right], \quad n=1, \ldots, M-1 .
\end{aligned}
$$

Now, the first order accuracy in $t$ and the second order of accuracy in $x$ an approximate solution of inverse problem will be defined by

$$
u_{n}^{k}=v_{n}^{k}+t_{k}\left(\xi_{n}-\frac{v_{n}^{l+2}-v_{n}^{l+1}}{\tau}\right), \quad n=0, \ldots, M, k=0, \ldots, N
$$

The difference scheme (4.3) can be rewritten in the matrix form

$$
\begin{gather*}
A_{n} v_{n+1}+B_{n} v_{n}+C_{n} v_{n-1}=I \theta_{n}, \quad n=1, \ldots, M-1 \\
v_{0}=\overrightarrow{0}, \quad-3 v_{M}+4 v_{M-1}-v_{M-2}=\overrightarrow{0} \tag{4.7}
\end{gather*}
$$

where matrices $A_{n}$ and $C_{n}$ are defined by (4.5), 4.6), respectively, $B_{n}$ is the matrix

$$
B_{n}=\left[\begin{array}{ccccccccc}
-3 & 4 & -1 & z_{l} & z_{l+1} & z_{l+2} & & & 0 \\
d & b_{n} & d & & & & & & \\
0 & d & b_{n} & \ddots & & & & & \\
& & \ddots & \ddots & \ddots & & & & \\
& & & d & b_{n} & d & & & \\
& & & & \ddots & \ddots & \ddots & & \\
& & & & & \ddots & b_{n} & d & 0 \\
& & & & & & d & b_{n} & d \\
0 & & & z_{l} & z_{l+1} & z_{l+2} & 1 & -4 & 3
\end{array}\right]
$$

where

$$
\begin{aligned}
& z_{l}=3\left(\frac{\lambda}{\tau}-l-1\right), \quad z_{l+1}=4-7\left(\frac{\lambda}{\tau}-l\right) \\
& z_{l+2}=-1+5\left(\frac{\lambda}{\tau}-l\right), \quad z_{l+3}=-\frac{\lambda}{\tau}+l .
\end{aligned}
$$

We search of a solution of 4.7 by using the formula

$$
v_{n}=\alpha_{n} v_{n+1}+\beta_{n} v_{n+2}+\gamma_{n}, \quad n=0, \ldots, M-2
$$

where $\alpha_{0}, \ldots, \alpha_{M-2}$ and $\beta_{0}, \ldots, \beta_{M-2}$ are $(N+1) \times(N+1)$ square matrices and $\gamma_{0}, \ldots, \gamma_{M-2}$ are $(N+1) \times 1$ column matrices. From 4.7) follows the next formulas for the coefficients $\alpha_{n}, \beta_{n}, \gamma_{n}$ :

$$
\begin{gathered}
\alpha_{n}=-\left(B_{n}+C_{n} \alpha_{n-1}\right)^{-1}\left(A_{n}+C_{n} \beta_{n-1}\right), \quad \beta_{n}=0 \\
\gamma_{n}=\left(B_{n}+C_{n} \alpha_{n-1}\right)^{-1}\left(I_{N+1} \theta_{n}-C_{n} \gamma_{n-1}\right), \quad n=1, \ldots, M-1
\end{gathered}
$$

where

$$
\begin{gathered}
\alpha_{0}=0, \quad \beta_{0}=0, \quad \gamma_{0}=0, \quad \alpha_{1}=\frac{8}{5} I, \quad \beta_{1}=-\frac{3}{5} I, \\
\alpha_{M-2}=4 I, \quad \beta_{M-2}=-3 I, \quad \alpha_{M-3}=\frac{8}{3} I, \quad \beta_{M-3}=-\frac{5}{3} I,
\end{gathered}
$$

and $\gamma_{0}, \gamma_{1}, \gamma_{M-2}, \gamma_{M-3}$ are zero column vectors. We denote

$$
\begin{gathered}
Q_{11}=-3 A_{M-2}-8 B_{M-2}-8 C_{M-2} \alpha_{M-3}-3 C_{M-2} \beta_{M-3} \\
Q_{12}=4 A_{M-2}+9 B_{M-2}+9 C_{M-2} \alpha_{M-3}+4 C_{M-2} \beta_{M-3} \\
Q_{21}=-3 B_{M-1}-8 C_{M-1}, Q_{22}=A_{M-1}+4 B_{M-1}+9 C_{M-1} \\
G_{1}=I \theta_{M-2}-C_{M-2} \gamma_{M-3}, G_{2}=I \theta_{M-1}
\end{gathered}
$$

Then, $v_{M}$ and $v_{M-1}$ can be calculated by the formulae

$$
\begin{gathered}
v_{M}=\left(Q_{11}-Q_{12} Q_{22}^{-1} Q_{21}\right)^{-1}\left(G_{1}-Q_{12} Q_{22}^{-1} G_{2}\right) \\
v_{M-1}=Q_{22}^{-1}\left(G_{2}-Q_{21} v_{M}\right)
\end{gathered}
$$

Applying (2.4), we obtain

$$
\begin{aligned}
p_{n}= & 2 x_{n}((3-\lambda) \exp (-\lambda)+2 \lambda-2) \\
& +\left(1+x_{n}\right)\left[\frac{v_{n+1}^{l+2}-v_{n+1}^{l}-2 v_{n}^{l+2}+2 v_{n}^{l}+v_{n-1}^{l+2}-v_{n-1}^{l}}{2 h^{2} \tau}\right] \\
& +\left[\frac{v_{n+1}^{l+2}-v_{n+1}^{l}-v_{n}^{l+2}+v_{n}^{l}}{2 \tau h}\right]-\left[\frac{v_{n}^{l+2}-v_{n}^{l}}{2 \tau}\right], \quad n=1, \ldots, M-1 .
\end{aligned}
$$

Finally, the second order of accuracy in $t$ and $x$ of an approximate solution of inverse problem will be defined by

$$
u_{n}^{k}=v_{n}^{k}+t_{k}\left(\xi_{n}-\frac{v_{n}^{l+2}-v_{n}^{l}}{2 \tau}\right), \quad n=0, \ldots, M, k=0, \ldots, N
$$

Now, using MATLAB programs, we give numerical results for problem 4.1). The numerical results are presented for different $N$ and $M$.
$u_{n}^{k}$ represents the numerical solution of the corresponding difference schemes for inverse problem at grid point $\left(t_{k}, x_{n}\right)$. $p_{n}$ represents the numerical solution at point $x_{n}$ for unknown function $p$. The errors of approximate solutions are computed by the norms

$$
\begin{gathered}
E u_{M}^{N}=\max _{1 \leq k \leq N-1}\left(\sum_{n=1}^{M-1}\left|u\left(t_{k}, x_{n}\right)-u_{n}^{k}\right|^{2} h\right)^{1 / 2} \\
E p_{M}=\left(\sum_{n=1}^{M-1}\left|p\left(x_{n}\right)-p_{n}\right|^{2} h\right)^{1 / 2}
\end{gathered}
$$

respectively. Tables 12 give the error of approximate solutions of difference schemes for given exact solution. They show numerical results for $N=M=20,40,80,160$. Errors for $p$ are in Table 1, and for $u$ in Table 2. The numerical results show that the second order of accuracy difference scheme is more accurate comparing with the first order of accuracy difference scheme.

Table 1. Errors for $p$

| accuracy DS | $N=M=20$ | $N=M=40$ | $N=M=80$ | $N=M=160$ |
| :---: | :---: | :---: | :---: | :---: |
| 1st order | 0.13122 | 0.064479 | 0.031979 | 0.015927 |
| 2nd order | 0.0034378 | $8.93 \times 10^{-4}$ | $2.277 \times 10^{-4}$ | $5.75 \times 10^{-5}$ |

TABLE 2. Errors for $u$

| accuracy DS | $N=M=20$ | $N=M=40$ | $N=M=80$ | $N=M=160$ |
| :---: | :---: | :---: | :---: | :---: |
| 1st order | 0.024351 | 0.012054 | 0.005994 | 0.0029885 |
| 2nd order | 0.0011314 | $2.81 \times 10^{-4}$ | $7.01 \times 10^{-5}$ | $1.75 \times 10^{-5}$ |

Conclusion. In this paper, a numerical solution of inverse problem for the multidimensional elliptic equation with Neumann type overdetermination and DirichletNeumann boundary conditions is considered. The first and second order of accuracy difference schemes for this inverse problem are constructed. We establish the stability and almost coercive stability estimates for the solution of these difference schemes. Numerical example with explanation on the realization is included to illustrate theoretical results. Moreover, applying the results of works [3] [8] the high order of accuracy stable difference schemes for the numerical solution of the inverse elliptic problem with Neumann type overdetermination can be presented.
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