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ASYMPTOTIC REPRESENTATION OF SOLUTIONS TO THE
DIRICHLET PROBLEM FOR ELLIPTIC SYSTEMS WITH

DISCONTINUOUS COEFFICIENTS NEAR THE BOUNDARY

VLADIMIR KOZLOV

Abstract. We consider variational solutions to the Dirichlet problem for el-

liptic systems of arbitrary order. It is assumed that the coefficients of the

principal part of the system have small, in an integral sense, local oscilla-
tions near a boundary point and other coefficients may have singularities at

this point. We obtain an asymptotic representation for these solutions and
derive sharp estimates for them which explicitly contain information on the

coefficients.

1. Introduction

Let B+(δ) = Rn
+ ∩ B(δ), where Rn

+ = {x = (x′, xn) : xn > 0} and B(δ) is the
ball with the center at the origin and with the radius δ > 0. We consider solutions
to the Dirichlet problem

L(x,Dx)u = 0 on B+(δ), (1.1)

∂k
xn
u
∣∣
xn=0

= 0 for k = 0, 1, . . . ,m− 1, |x′| < δ (1.2)

for the differential operator

L(x,Dx)u = L(Dx)u−N(x,Dx)u , (1.3)

whereDx = −i∂x and L(Dx) is a strongly elliptic differential operator with constant
d× d-matrix coefficients. The operator

N(x,Dx)u =
∑

|α|,|β|≤m

Dα
x

(
Nαβ(x)Dβ

xu) (1.4)

will be treated as a perturbation operator and we shall characterize it by the func-
tion

κ(x) =
∑

|α|,|β|≤m

x2m−|α+β|
n |Nαβ(x)|. (1.5)
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The function κ is assumed to be bounded and the function

r →
∫

r/e<|y|<r

κ(y)|y|−ndy (1.6)

is small. Other conditions on the operator L are its ellipticity and a local estimate
outside the origin; see (H1)–(H3) in Section 2.1. Under these assumptions, we prove
an asymptotic representation for solution u to problem (1.1), (1.2), see Theorems
2.3 and 2.4. Conditions (H1)–(H3) are satisfied for an important particular case
κ(y) ≤ ω0, where ω0 is a sufficiently small constant, see Remark 2.2. Let us
formulate here our results under this assumption.

We are interested in variational solutions to problem (1.1), (1.2). Our goal is to
describe the structure of these solutions near the origin and derive explicit, sharp
estimates for them.

In order to formulate the main result we introduce some notation. Let Q(y) be
the matrix {Qkj(y)}d

k,j=1 with

Qkj(y) = m!
∑

|α|,|β|≤m

(Nαβ(y)Dα
y y

m
n ek, D

β
yEj(y)) , (1.7)

where (·, ·) is the standard inner product in Cd, Ej is the Poisson kernels of the
adjoint operator L∗(Dx) defined in Section 2.2 and ek is the d-vector with kth
component 1 and all other components 0. Let

R(ρ) =
1
2
ρn

∫
Sn−1

+

(
Q(ξ) +Q∗(ξ)

)
dθ , (1.8)

where ρ = |ξ|, θ = ξ/|ξ|, dθ is a standard measure on the unit sphere Sn−1 and
Sn−1

+ is the upper hemisphere. Our main result is the following asymptotic formula
for solution to (1.1), (1.2) subject to a certain mild growth condition at the origin:

u(x) ∼ C exp
( ∫ δ

r

(
R(ρ)q(ρ),q(ρ)

)
+ Υ1(ρ)

)dρ
ρ

)
xm

n q , (1.9)

where C is a constant, q is a vector function subject to |q(ρ)| = 1 for all ρ. The
functions Υ1(r) and r∂rq(r) are small in the sense of (2.27). Moreover,∫ δ

r

Υ1(ρ)
dρ

ρ
≤ c

∫
r<|y|<δ,yn>0

κ2(y)|y|−ndy + cω2
0 ,

where c1 and c2 are two constants independent of δ. For more explicit formulation
of relation (1.9) as well as for the corresponding relations for derivatives of u we
refer to Theorems 2.4 and 2.3.

A direct consequence of (1.9) is the asymptotic formula u(x) ∼ cxm
n for solution

u to (1.1), (1.2) proved in Corollary 2.9, under the assumption that∫
B+(δ)

κ(x)|x|−ndx <∞ .

We note that actually this result is proved without smallness assumption on the
function κ.

Another application is the following. It is well known that any variational so-
lution belongs to the Sobolev space (Wm,p)d with sufficiently large p, depending
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on ess supκ (see [1] and [2] for second order equations). We prove the following
estimate for solutions to problem (1.1), (1.2) from (Wm,2(B+(δ))d:

|∇ku(x)| ≤ CJ(u, δ)|x|m−k exp
( ∫

|x|<|y|<δ,yn>0

(λ+(y) + cκ2(y)|y|−n)dy
)

(1.10)

for |x| < δ/2 and k = 0, 1, . . . ,m − 1. Here ∇ku is the vector {∂α
x u}|α|=k, λ+(y)

is the maximal eigenvalue of the matrix <Q(y). The constants C and c in (1.10)
depend only on the operator L(Dx) and n, and

J(u, δ) = δ−n/2
( ∫

|y|<δ

|∇mu|2dy
)1/2

.

Estimate (1.10) follows directly from Remark 2, Corollary 2.8 with p > n and the
Sobolev imbedded theorem.

The case of a scalar operator L(x,Dx) was treated in [4] under the smallness
assumption of the function κ. But even in the scalar case this work improves
asymptotic formulae from [4] in the following way. In the exponent in (1.10) and
in similar formulae in Corollaries 2.5–2.8 we have a remainder term of the form
κ2(y), whereas in [4] instead of this term we have (ess sup|y|/e<|ξ|<|y| κ(ξ))2. The
importance of this improvement will be demonstrated in the forthcoming paper on
estimates of solutions to Dirichlet boundary value problem for elliptic systems in
convex domains.

Let us describe the idea of the proof. We use the same reduction to the first order
evolution system as in [4]–[8] and transfer the study of behavior of solutions near
the boundary point to the study of behavior of solutions to the evolution system at
infinity. The next step is a reduction of the infinite dimensional system to a finite
system of ordinary differential equations perturbed by nonlocal integro-differential
operator, which was used in [4]-[8]. The new feature here is a more refine study of
this finite dimensional system, which is performed in Section 4.3–4.6.

2. Preliminaries and formulation of main results

2.1. Assumptions and some functional spaces. In parallel to (1.1), (1.2) we
shall consider the Dirichlet problem

L(x,Dx)u = f(x) in Rn
+, (2.1)

∂k
xn
u
∣∣
xn=0

= 0 for k = 0, 1, . . . ,m− 1 on Rn−1 \ O. (2.2)

We suppose that

L(x,Dx)u =
∑

|α|,|β|≤m

Dα
x

(
Lαβ(x)Dβ

xu) , (2.3)

where the coefficients Lαβ are measurable complex valued d × d-matrix functions
on Rn

+. We write the operator L(Dx) in (1.3) as

L(Dx) =
∑

|α|=|β|=m

LαβD
α+β
x (2.4)
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and assume that the matrix <L(ξ) is positively definite for all ξ ∈ Rn\O. According
to (1.3) and (2.4)

Nαβ =

{
Lαβ − Lαβ if |α| = |β| = m

−Lαβ if |α|+ |β| < 2m.
(2.5)

We consider solutions u from the space (W̊m,p
loc (Rn

+ \O))d, where W̊m,p
loc (Rn

+ \O),
1 < p < ∞, denotes the space of functions w defined on Rn

+ such that ηw ∈
W̊m,p(Rn

+) for all smooth functions η with compact support in Rn\O. We introduce
a family of seminorms in W̊m,p

loc (Rn
+ \ O) by

Mm
p (w;Kar,br) =

( m∑
k=0

∫
Kar,br

|∇kw(x)|p|x|pk−ndx
)1/p

, r > 0, (2.6)

where Kρ,r = {x ∈ Rn
+ : ρ < |x| < r}, a and b are positive constants, a < b and

∇kw is the vector {∂α
xw}|α|=k. Here and elsewhere | · | denotes the euclidian norm,

the only exception is the use of | · | for multi-index α = (α1, . . . , αn), in this case
|α| = α1 + · · ·+αn. Due to (2.2) the seminorm Mm

p (w;Kar,br) is equivalent to the
seminorm ( ∫

Kar,br

|∇mw(x)|p|x|pm−ndx
)1/p

.

We say that a function v belongs to the space W̊m,q
comp(Rn

+ \ O), pq = p + q, if
v ∈ W̊m,q

loc (Rn
+ \ O) and v has a compact support in Rn

+ \ O. By W−m,p
loc (Rn

+ \ O)
we denote the dual of W̊m,q

comp(Rn
+ \O) with respect to the inner product in L2(Rn

+).
We supply W−m,p

loc (Rn
+ \ O) with the seminorms

M−m
p (f ;Kar,br) = r−n sup

∣∣∣ ∫
Rn

+

f v dx
∣∣∣ , (2.7)

where the supremum is taken over all functions v ∈ W̊m,q
comp(Rn

+ \ O) supported in
ar ≤ |x| ≤ br and such that Mm

p (v;Kar,br) ≤ 1.
In what follows we use the same notations for the norms of scalar and vector

functions.
We require that the right-hand side f in (2.1) belongs to

(
W−m,p

loc (Rn
+ \O)

)d and

consider a solution u of (2.1) in the space
(
W̊m,p

loc (Rn
+ \O)

)d. This solution satisfies∫
Rn

+

∑
|α|,|β|≤m

(
Lαβ(x)Dβ

xu(x), D
α
xv(x)

)
dx =

∫
Rn

+

(
f, v

)
dx (2.8)

for all v ∈
(
W̊m,p′

comp(Rn
+ \ O)

)d, p′ = p/(p − 1). Here and elsewhere
(
·, ·

)
is the

standard inner product in Cd and the integral on the right is understood in the
distribution sense.

Let us formulate three assumptions on the operator L.
(H1) (Ellipticity of L) We suppose that the function κ, given by (1.5), is bounded

by a constant γ−1 and that∑
|α|,|β|≤m

<
∫

Rn
+

(
Lαβ(x)Dβ

xu,D
α
xu

)
dx ≥ γ

∑
|α|=m

∫
Rn

+

(
Dα

xu,D
α
xu

)
dx (2.9)

for all u ∈ (C∞0 (Rn
+))d.
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(H2) (A local estimate) We suppose that for certain p and p1, 2 ≤ p ≤ p1, the
following local estimate is valid: if u ∈ W̊m,p

loc (K) solves problem (2.1), (2.2)
with f ∈W−m,p1

loc (K), then u ∈ W̊m,p1
loc (K) and

Mm
p1

(u;Kr/a,r) ≤ b0
(
r2mM−m

p1
(f ;Kr/a2,ar) + Mm

p (u;Kr/a2,ar)
)
, (2.10)

where b0 is a constant independent of r, u and f , but it can depend on
a > 1. We shall suppose that b0 ≥ 1 and that

p1 ≤
{
np/(n− p) if 2p < n
2p if 2p ≥ n. (2.11)

Below we use the notation

κs(r) =
( ∫

r/e<|y|<r

κs(y)|y|−ndy
)1/s

(2.12)

for 1 ≤ s ≤ ∞. If s = ∞ then

κ∞(r) = ess sup
x∈Kr/e,r

κ(x) = ess sup
x∈Kr/e,r

∑
|α|,|β|≤m

x2m−|α+β|
n |Nαβ(x)| . (2.13)

Clearly,
κs(r) ≤ κ

1/s
1 (r)κ1−1/s

∞ (r) for r > 0. (2.14)
(H3) (Smallness of N) We shall require that

b0κ p1p
p1−p

(r) ≤ ω0, (2.15)

where p1 and p are the same as in (H2) and ω0 is a small constant depending
on m, n, p, γ and on the unperturbed operator L.

Remark 2.1. We note that in the case p1 > p, (H3) follows from boundedness of
κ and smallness of κ1, because of (2.14). From (2.11) it follows that p1 ≤ 2p and
hence p1 ≤ p1p/(p1 − p). This together with (2.15) implies, in particular, that

b0κ1(r) + b0κp1(r) ≤ cω0 (2.16)

with c depending on n. Assumption (2.11) implies also that p1 ≤ pn/(n − p) if
p < n. This we need in order to handle commutators, see the proof of Theorem
2.4.

Remark 2.2. If
κ∞(r) ≤ ω0 , (2.17)

where ω0 is a sufficiently small constant, then clearly (H1) is satisfied. Condition
(H2) is valid with p1 = p and b0 = 1. With this choice p and p1 relation (2.17)
implies (2.15) possibly with another small constant ω0. Moreover, for every p ≥ 2
one can choose ω0 being sufficiently small such that if u ∈ W̊m,2

loc (K) solves problem
(2.1), (2.2) with f ∈W−m,p

loc (K), then u ∈ W̊m,p
loc (K) and

Mm
p (u;Kr/a,r) ≤ c

(
r2mM−m

p (f ;Kr/a2,ar) + Mm
2 (u;Kr/a2,ar)

)
, (2.18)

with a constant c depending on n, p, a and the operator L.

By the classical Hardy inequality

M−m
p ((L − L)(u);Kr/e,r) ≤ c κ∞(r)Mm

p (u;Kr/e,r) , (2.19)

where c depends only on n, m and p. Therefore, the boundedness of the function
κ implies that the operator L(x,Dx) maps continuously (W̊m,p

loc (Rn
+ \ O))d into

(W−m,p
loc (Rn

+ \ O))d.
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2.2. Main results. Let L∗αβ denote the matrix adjoint to Lαβ and also let Ej be
the Poisson kernel corresponding to the operator L(Dx), i.e. it satisfies∑

|α|=|β|=m

L∗αβD
α+β
x Ej(x) = 0 in Rn

+, (2.20)

it is a positive homogeneous of degree m− n vector valued function and subject to
the following Dirichlet conditions on the hyperplane xn = 0:

∂j
xn
Ej = 0 for 0 ≤ j ≤ m− 2 , and ∂m−1

xn
Ej = (L∗0)

−1ejδ(x′) , (2.21)

where δ is the Dirac function, ej is the column vector with j-th component equals
1 and all other components zero, and L0 is the coefficient before D2m

xn
in (2.4).

We shall use the notation

Ω(r) = b0

( ∫
Kr/e,r

κp1p/(p1−p)(y)|y|−ndy
)(p1−p)/p1p

, (2.22)

where b0, p1 and p are the same as in (H2) and (H3). By (2.15) Ω(r) ≤ ω0.
In what follows by c and C (sometimes enumerated) we denote different positive

constants which depend only onm, n, p, γ (the constant in (H1)) and the coefficients
Lα,β .

Theorem 2.3. Let (H1)–(H3) be fulfilled and let δ > 0. Let also Z ∈ (W̊m,p
loc (Rn

+ \
O))d be a solution of L(x,Dx)Z = 0 on Rn

+ \ O subject to

Mm
p (Z;Kr/e,r) = o

(
rm−n exp

(
− C

∫ δ

r

Ω(ρ)
dρ

ρ

))
(2.23)

as r → 0 and

Mm
p (Z;Kr/e,r) = o

(
rm+1 exp

(
− C

∫ r

δ

Ω(ρ)
dρ

ρ

))
(2.24)

as r →∞. Then Z ∈ (W̊m,p1
loc (Rn

+ \ O))d and

(r∂r)kZ(x) = JZ exp
( ∫ δ

r

Υ(ρ)
dρ

ρ

)(
xm

n m
kq(r) + rmvk(x)

)
(2.25)

for k = 0, 1, . . . ,m. Here r = |x| and

Υ(r) =
(
R(r)q(r),q(r)

)
+ Υ1(r) , (2.26)

where R(r) is given by (1.8), the vector function q and the scalar function Υ1 are
measurable and satisfy |q(r)| = 1 and∫ r

r/e

|∂ρq(ρ)|dρ ≤ c(κ1(r) + χ(r)),
∫ r

r/e

|Υ1(ρ)|
dρ

ρ
≤ cχ(r) (2.27)

for all r > 0 with

χ(r) = b0κp′1
(r)

(
r−n

∫ r

0

eC
R r

ρ
Ω(s) ds

s κp1(ρ)ρ
n−1dρ

+ r

∫ e

r

eC
R ρ

r
Ω(s) ds

s κp1(ρ)ρ
−2dρ

)
,

(2.28)

where p′1 = p1/(p1 − 1). The constant JZ in (2.25) admits the estimates

c1M
0
2(Z;Kδ/e,δ) ≤ |JZ |δm ≤ c2M

0
2(Z;Kδ/e,δ) . (2.29)
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The functions vk belong to Lp1
loc((0,∞); (W̊m−k,p1(Sn−1

+ ))d) and satisfy( ∫ r

r/e

(
‖vk(ρ, ·)‖p1

W m−k,p1 (Sn−1
+ )

+ ‖ρ∂ρvk(ρ, ·)‖p1

W m−k−1,p1 (Sn−1
+ )

)dρ
ρ

)1/p1

≤ cb0

(
r−n

∫ r

0

eC
R r

ρ
Ω(s) ds

s κp1(ρ)ρ
n−1dρ+ r

∫ e

r

eC
R ρ

r
Ω(s) ds

s κp1(ρ)ρ
−2dρ

) (2.30)

where k = 0, . . . ,m− 1 and W̊m−k,p1(Sn−1
+ ) is the completion of C∞0 (Sn−1

+ ) in the
norm of the Sobolev space Wm−k,p1(Sn−1

+ ). In the case k = m estimate (2.30) holds
without the second norm in the left-hand side.

The dimension of the space of such solutions Z is equal to d.

We note that by (2.16) the left-hand side of (2.30) is small. Let us formulate a
local version of the above theorem.

Theorem 2.4. Assume that (H1)–(H3) are fulfilled. Let u ∈ (W̊m,p
loc (Rn

+ \ O))d be
a solution of L(x,Dx)u = 0 on B+

δ , δ > 0, subject to

Mm
p (u;Kr/e,r) = o

(
rm−n exp

(
− C

∫ δ

r

Ω(ρ)
dρ

ρ

))
(2.31)

as r → 0. Then
u = Z + w , (2.32)

where Z is a special solution from Theorem 2.3, which admits the asymptotic rep-
resentation (2.25) with

|JZ | ≤ cb0δ
−mMm

p1
(u;Kδ/4,δ) (2.33)

and

Mm
p1

(w;Kr/e,r) ≤ cb0

(r
δ

)m+1

eC
R δ

r
Ω(s) ds

s Mm
p1

(u;Kδ/4,δ) (2.34)

for r < δ.

The proofs of these theorems are presented in Sections 3–5.

2.3. Corollaries of the main results. In this section we present several corol-
laries of Theorems 2.3 and 2.4 concerning the case when (2.17) is satisfied with
sufficiently small ω0.

Corollary 2.5. Let p ≥ 2. There exists ω0 > 0 depending on n, p and L such that
if (2.17) is satisfied then the following assertion is valid. If Z ∈ (W̊m,2

loc (Rn
+ \O))d is

a solution of L(x,Dx)Z = 0 on Rn
+ \O subject to (2.23) and (2.24) with p replaced

by 2, then Z ∈ (W̊m,p
loc (Rn

+ \ O))d and for every δ > 0 representation (2.25) holds
for k = 0, 1, . . . ,m, where Υ is given by (2.26) with the same R and q. Moreover,
estimates (2.27) are fulfilled with

χ(r) = κ2(r)
(
r−n

∫ r

0

eC
R r

ρ
Ω(s) ds

s κ2(ρ)ρn−1dρ

+ r

∫ e

r

eC
R ρ

r
Ω(s) ds

s κ2(ρ)ρ−2dρ
)
.

(2.35)

The coefficient JZ satisfies (2.29) and the remainder term vk is subject to (2.30)
with p1 replaced by p.

The dimension of the space of such solutions Z is equal to d.
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Corollary 2.6. Let p ≥ 2 and δ > 0. There exists ω0 > 0 depending on n, p and
L such that if (2.17) is satisfied for r < δ then the following assertion is valid. Let
u ∈ (W̊m,2

loc (Rn
+ \O))d be a solution of L(x,Dx)u = 0 on B+

δ subject to (2.31) with p
replaced by 2. Then u ∈ (W̊m,p

loc (Rn
+ \O))d and satisfies (2.32), where Z is a special

solution from Corollary 2.5, which admits the asymptotic representation (2.25) with

|JZ | ≤ cδ−mMm
2 (u;Kδ/16,δ), (2.36)

Mm
p (w;Kr/e,r) ≤ c

(r
δ

)m+1

eC
R δ

r
Ω(s) ds

s Mm
2 (u;Kδ/16,δ) (2.37)

for r < δ/2.

The next two corollaries give a rougher but more explicit description of solutions
to Lu = 0. We denote by Υ−(ρ) and Υ+(ρ) the minimal and maximal eigenvalue
of the matrix R(ρ).

Corollary 2.7. Let (2.17) be fulfilled with sufficiently small constant ω0 depending
on n, p and L. Let also Z ∈ (W̊m,2

loc (Rn
+ \ O))d be a solution of L(x,Dx)Z = 0 on

Rn
+\O subject to (2.23) and (2.24) with p replaced by 2. Then Z ∈ (W̊m,p

loc (Rn
+\O))d

and for every δ > 0

C1J(Z)
(r
δ

)m

exp
( ∫ δ

r

(Υ−(ρ)− cν(ρ))
dρ

ρ

)
≤ Mm

p (Z;Kr/e,r)

≤ C2J(Z)
(r
δ

)m

exp
( ∫ δ

r

(Υ+(ρ) + cν(ρ))
dρ

ρ

) (2.38)

for r < δ. Here

ν(ρ) =
∫

Sn−1
+

κ2(ξ)dθ , ρ = |ξ|, θ = ξ/|ξ|, (2.39)

and J(Z) = M0
2(Z;Kδ/e,δ). The dimension of the space of such solutions Z is equal

to d.

Corollary 2.8. Let (2.17) be fulfilled with sufficiently small constant ω0 depending
on n, p and L. Let u ∈ (W̊m,2

loc (Rn
+ \ O))d be a solution of L(x,Dx)u = 0 on B+

δ ,
δ > 0, subject to (2.31) with p replaced by 2. Then u ∈ (W̊m,p

loc (Rn
+ \ O))d and

Mm
p (u;Kr/e,r) ≤ CJm(u)

(r
δ

)m

exp
( ∫ δ

r

(Υ+(ρ) + cν(ρ))
dρ

ρ

)
(2.40)

for r < δ/2. Here
Jm(u) ≤ cMm

2 (u;Kδ/16,δ) . (2.41)

The following consequence of Corollary 2.6 treats the case when u has the same
asymptotics as in the constant coefficient case.

Corollary 2.9. Let (H1) be valid and let∫
B+(δ)

κ(x)|x|−ndx <∞ . (2.42)

Then there exists p1 > 2, depending on L, m, n and γ such that if u ∈ (W̊m,2(Rn
+))d

be a solution of L(x,Dx)u = 0 on B+
2δ, δ > 0, then u ∈ (W̊m,p1(B+

δ ))d and

u(x) = cxm
n + v(x) ,
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where c is a constant vector and v satisfies the relation

Mm
p1

(v;Kr/e,r) = o(rm) (2.43)

as r → 0.

The proofs of these corollaries can be found in Section 5.

2.4. Solvability results for the Dirichlet problem in Rn
+. The next statement

for d = 1 and a = e is proved in [4, Proposition 1]. The proof for arbitrary d and
a > 1 is the same since the arguments there do not use the facts d = 1 and a = e.

Proposition 2.10. (i) Let f ∈ (W−m,q
loc (Rn

+ \ O))d, q ∈ (1,∞), be subject to∫ 1

0

ρmM−m
q (f ;Kρ/a,ρ)

dρ

ρ
+

∫ ∞

1

ρm−1M−m
q (f ;Kρ/a,ρ)

dρ

ρ
<∞ , (2.44)

where a > 1. Then the system

L(Dx)u = f in Rn
+ (2.45)

has a solution u ∈ (W̊m,q
loc (Rn

+ \ O))d satisfying

Mm
q (u;Kr/a,r) ≤ c

( ∫ r

0

rmρmM−m
q (f ;Kρ/a,ρ)

dρ

ρ

+
∫ ∞

r

rm+1ρm−1M−m
q (f ;Kρ/a,ρ)

dρ

ρ

)
.

(2.46)

Estimate (2.46) implies

Mm
q (u;Kr/a,r) =

{
o(rm) if r → 0
o(rm+1) if r →∞.

(2.47)

Solution u ∈ (W̊m,q
loc (Rn

+ \ O))d of equation (2.45) subject to (2.47) is unique.
(ii) Let f ∈ (W−m,q

loc (Rn
+ \ O))d be subject to∫ 1

0

ρm+nM−m
q (f ;Kρ/a,ρ)

dρ

ρ
+

∫ ∞

1

ρmM−m
q (f : Kρ/a,ρ)

dρ

ρ
<∞ . (2.48)

Then system (2.45) has a solution u ∈ (W̊m,q
loc (Rn

+ \ O))d satisfying

Mm
q (u;Kr/a,r) ≤ c

( ∫ r

0

rm−nρm+nM−m
q (f ;Kρ/a,ρ)

dρ

ρ

+
∫ ∞

r

rmρmM−m
q (f ;Kρ/a,ρ)

dρ

ρ

)
.

(2.49)

Estimate (2.49) implies

Mm
q (u;Kr/a,r) =

{
o(rm−n) if r → 0
o(rm) if r →∞.

(2.50)

The solution u ∈ (W̊m,q
loc (Rn

+ \ O))d of equation (2.45) subject to (2.50) is unique.

The next proposition contains a solvability result for problem (2.1), (2.2).
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Proposition 2.11. Let (H1)–(H3) be fulfilled and let f ∈ (W−m,p1
loc (Rn

+ \ O))d be
subject to ∫ 1

0

ρm+neC
R 1

ρ
Ω(y) dy

y M−m
p1

(f ;Kρ/e,ρ)
dρ

ρ

+
∫ ∞

1

ρmeC
R ρ
1 Ω(y) dy

y M−m
p1

(f : Kρ/e,ρ)
dρ

ρ
<∞ .

(2.51)

Then there exists a solution u ∈ (W̊m,p1
loc (Rn

+ \ O))d of

L(x,Dx)u = f in Rn
+ (2.52)

satisfying

Mm
p1

(u;Kr/e,r) ≤ cb0

( ∫ r

0

rm−nρm+neC
R r

ρ
Ω(y) dy

y M−m
p1

(f ;Kρ/e,ρ)
dρ

ρ

+
∫ ∞

r

rmρmeC
R ρ

r
Ω(y) dy

y M−m
p1

(f ;Kρ/e,ρ)
dρ

ρ

)
.

(2.53)

Estimate (2.53) implies

Mm
p (u;Kr/e,r) =

{
o(rm−ne−C

R 1
r

Ω(s) ds
s ) if r → 0

o(rme−C
R r
1 Ω(s) ds

s ) if r →∞.
(2.54)

The solution u ∈ (W̊m,p
loc (Rn

+ \ O))d of problem (2.52) subject to (2.54) is unique.

Proof. (1) Solvability in (W̊m,2(Rn
+))d. Using Lax-Milgram Theorem together with

(H1) we obtain unique solvability of problem (2.52) in the space (W̊m,2(Rn
+))d for

every f ∈ (W−m,2(Rn
+))d.

(2) Solvability in (W̊m,p1
loc (Rn

+ \ O))d. Since f ∈ (W−m,p1
loc (Rn

+ \ O))d can be
approximated by functions from (W−m,2(Rn

+))d with compact supports in the norm
defined by the left-hand side in (2.51), for establishing the existence result together
with estimate (2.53) it suffices to prove (2.53) for solutions from (1).

We start with estimating the norm M−m
p (Nu;Kr/a,r). By Hölder and Hardy

inequalities, we have∣∣∣ ∫
Kr/a,r

∑
|α|,|β|≤m

(
Nαβ(x)Dβ

xu,D
α
xv

)
dx

∣∣∣
≤ C

( ∫
Kr/a,r

κ(x)sdx
)1/s( ∫

Kr/a,r

|∇mu|p1dx
)1/p1

( ∫
Kr/a,r

|∇mv|p
′
dx

)1/p′

,

where p′ = p/(p− 1) and s = p1p/(p1 − p). This leads to

r2mM−m
p (Nu;Kr/a,r) ≤ Cκs,a(r)Mm

p1
(u;Kr/a,r) (2.55)

with κs,a = ‖κ‖Ls(Kr/a,r). We write equation (2.52) in the form Lu = f1 with
f1 = f + Nu. One can check that the function f1 satisfies (2.48). Applying
Proposition 2.10(ii) with q = p, we obtain that

Mm
p (u;Kr/a,r) ≤ c

( ∫ r

0

rm−nρm+nM−m
p (f +Nu;Kρ/a,ρ)

dρ

ρ

+
∫ ∞

r

rmρmM−m
p (f +Nu;Kρ/a,ρ)

dρ

ρ

)
.
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Now, using this estimate with a close to 1 together with (2.55) and (2.10) we arrive
at

Mm
p1

(u;Kr/e,r)

≤ cb0

( ∫ r

0

( r
ρ

)m−n(
ρ2mM−m

p1
(f ;Kρ/e,ρ) + κs(ρ)Mm

p1
(u;Kρ/e,ρ)

)dρ
ρ

+
∫ ∞

r

( r
ρ

)m(
ρ2mM−m

p1
(f ;Kρ/e,ρ) + κs(ρ)Mm

p1
(u;Kρ/e,ρ)

)dρ
ρ

)
.

Iterating this estimate we obtain

Mm
p1

(u;Kr/e,r) ≤ cb0

∫ ∞

0

gs(r, ρ)ρ2mM−m
p1

(f ;Kρ/e,ρ)
dρ

ρ
, (2.56)

where

g(e−t, e−τ ) = µ(t− τ) +
∞∑

k=1

(cb0)k

∫
Rk

µ(t− τ1)κs(e−τ1)µ(τ1 − τ2)

. . . κs(e−τk)µ(τk − τ)dτ1 . . . dτk.

Here µ(t) = e−mt/n if t ≥ 0 and µ(t) = e(n−m)t/n if t < 0. Since (m−n− ∂t)(∂t +
m)µ(t) = δ(t), it can be checked that the function µs(t, τ) = g(e−t, e−τ ) satisfies(

(m− n− ∂t)(∂t +m)− cb0κs(e−t)
)
µs(t, τ) = δ(t− τ).

Using [3, Proposition 6.3.1], we obtain

µs(t, τ) ≤ C exp
(
−m(t− τ) + cb0

∫ t

τ

κs(y)dy
)

if t ≥ τ ,

µs(t, τ) ≤ C exp
(
(n−m)(t− τ) + cb0

∫ τ

t

κs(y)dy
)

if t < τ .

These estimates together with (2.56) give (2.53) with the norm Mm
p (u;Kr/e,r) in

the left-hand side. The last norm can be replaced by Mm
p1

(u;Kr/e,r) by using (2.10).
(3) Uniqueness. Let Lu = 0, u ∈ (W̊m,p

loc (Rn
+\O))d and let u be subject to (2.54).

By (2.10) one can replace p by p1 here. Let R be a large positive number and let
ηR(r) be smooth function equals 1 for R−1 ≤ r ≤ R and 0 for r ≤ (Re)−1 and for
r ≥ Re. We can suppose that |∂k

r ηR(r)| ≤ ckr
−k with ck independent of R. Since

ηRu ∈ (W̊m,2(Rn
+))d, we can apply uniqueness result from (1) and obtain from (2)

that

Mm
p1

(ηRu;Kr/e,r) ≤ cb0

( ∫ r

0

rm−nρm+neC
R r

ρ
Ω(y) dy

y M−m
p1

(L(ηRu);Kρ/e,ρ)
dρ

ρ

+
∫ ∞

r

rmρmeC
R ρ

r
Ω(y) dy

y M−m
p1

(L(ηRu);Kρ/e,ρ)
dρ

ρ

)
,

which implies

Mm
p1

(u;Kr/e,r) ≤ cb0

(
rm−nRm−neC

R r
1/R

Ω(y) dy
y Mm

p1
(u);K1/(Re),1/R)

+ rmR−meC
R R

r
Ω(y) dy

y Mm
p1

(u;KR,Re)
)

for eR−1 ≤ r ≤ R. By (2.54) the right-hand side tends to 0 as R → 0. Therefore
u = 0. �
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3. First order system associated with (2.1), (2.2)

3.1. Reduction of problem (2.1), (2.2) to the Dirichlet problem in a cylin-
der. We shall use the variables

t = − log |x| and θ = x/|x|. (3.1)

The mapping x→ (θ, t) transforms Rn
+ onto the cylinder Π = Sn−1

+ × R.
The images of W̊m,p

loc (Rn
+\O) and W−m,p

loc (Rn
+\O) under mapping (3.1) we denote

by W̊m,p
loc (Π) and W−m,p

loc (Π). These spaces can be defined independently as follows.
The space W̊m,p

loc (Π) consists of functions whose derivatives up to order m belong
to Lp(D) for every compact subset D of Π and whose derivatives up to order m−1
vanish on ∂Π. The seminorm Mm

p (u;Ke−a−t,e−t) in W̊m,p
loc (Rn

+ \O) is equivalent to
the seminorm

‖u‖W m,p(Πt,t+a) , t ∈ R ,

where

Πt,t+a = {(θ, τ) ∈ Π : τ ∈ (t, t+ a)}.

If a = 1 than we shall use also the notation Πt for Πt,t+1. The space W−m,p
loc (Π)

consists of the distributions f on Π such that the seminorm

‖f‖W−m,p(Πt) = sup
∣∣∣ ∫

Πt

f vdτdθ
∣∣∣ (3.2)

is finite for every t ∈ R. The supremum in (3.2) is taken over all v ∈ W̊m,p′

loc (Π),
p′ = p/(p − 1), supported in Πt and subject to ‖v‖W m,p′ (Πt)

≤ 1. The seminorm
(3.2) is equivalent to M−m

p (f ;Ke−1−t,e−t).
In the variables (θ, t) the operator L takes the form

L(Dx) = e2mtA(θ,Dθ, Dt) , (3.3)

where A is an elliptic partial differential operator of order 2m on Π with smooth
matrix coefficients. We introduce the operator N by

L(Dx)− L(x,Dx) = e2mtN(θ, t,Dθ, Dt). (3.4)

Now problem (2.1), (2.2) can be written as

A(θ,Dθ, Dt)u = N(θ, t,Dθ, Dt)u+ e−2mtf on Π

u ∈ (W̊ p,m
loc (Π))N ,

(3.5)

where f ∈ (W−m,p
loc (Π))d. By (2.19), the operator N satisfies

‖N‖W̊ m,p(Πt)→W−m,p(Πt)
≤ c κ∞(e−t) ≤ cγ

with the same γ as in (H1). We put

ω(t) = Ω(e−t) , (3.6)

where Ω is given by (2.22). Clearly, ω(t) ≤ ω0, where ω0 is the same as in (H3).
By the change of variables (3.1) we can formulate Proposition 2.11 as follows
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Proposition 3.1. Let (H1)–(H3) be fulfilled and let f ∈ (W−m,p1
loc (Π))d be subject

to ∫ ∞

0

e−(m+n)τ+C
R τ
0 ω(s)ds‖f‖W−m,p1 (Πτ )dτ

+
∫ 0

−∞
e−mτ+C

R 0
τ

ω(s)ds‖f‖W−m,p1 (Πτ )dτ <∞ .

(3.7)

Then problem (3.5) has a solution u ∈ (W̊m,p1
loc (Π))d satisfying the estimate

‖u‖W m,p1 (Πt) ≤ c
( ∫ ∞

t

e(n−m)t−(m+n)τ+C
R τ

t
ω(s)ds‖f‖W−m,p1 (Πτ )dτ

+
∫ t

−∞
e−m(t+τ)+C

R t
τ

ω(s)ds‖f‖W−m,p1 (Πτ )dτ
)
.

(3.8)

Estimate (3.8) implies

‖u‖W m,p(Πt) =

{
o(e(n−m)t−C

R t
0 ω(s)ds) if t→ +∞

o(e−mt−C
R 0

t
ω(s)ds) if t→ −∞.

(3.9)

The solution u ∈ (W̊m,p
loc (Π))d of problem (3.5) subject to (3.9) is unique.

Let W−m,p(Sn−1
+ ) denote the dual of W̊m,q(Sn−1

+ ), q = p/(p − 1), with respect
to the inner product in L2(Sn−1

+ ). We introduce the operator pencil

A(λ) : (W̊m,p(Sn−1
+ ))d → (W−m,p(Sn−1

+ ))d (3.10)

by
A(λ)U(θ) = riλ+2mL(Dx)r−iλU(θ) = A(θ,Dθ, λ)U(θ). (3.11)

The following properties of A and its adjoint are standard and their proofs can
be found, for example in [6, Section 10.3]. The operator (3.10) is Fredholm for all
λ ∈ C and its spectrum consists of eigenvalues with finite geometric multiplicities.
These eigenvalues are

i(m+ k) and i(m− n− k) for k = 0, 1, . . . , (3.12)

and there are no generalized eigenvectors. The eigenvectors corresponding to the
eigenvalue im are c|x|−mxm

n = cθm
n , where c ∈ Cd.

We introduce the operator pencil A∗(λ) defined on W̊m,p(Sn−1
+ ) by the formula

A∗(λ)U(θ) = riλ+2mL∗(Dx)r−iλU(θ) .

This pencil has the same eigenvalues as the pencil A(λ). Eigenvector corresponding
to the eigenvalue i(m− n) are linear combinations of |x|n−mEj(x) = Ej(θ), where
Ej are defined in Section 2.2. Moreover, the following biorthogonality condition
holds: ∫

Rn
+

(L
(
Dx)(ekζx

m
n ), Ej(x))dx = m!δk

j , (3.13)

where ζ is a smooth function equal to 1 in a neighborhood of the origin and zero
for large |x|. This relation can be checked by integration by parts.

Using the definitions of the above pencils and Green’s formula for L and L one
can show that

(A(λ))∗ = A∗(λ+ (2m− n)i) , (3.14)
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where ∗ in the left-hand side denotes passage to the adjoint operator in (L2(Sn−1
+ ))d.

This implies, in particular,

(A(im))∗Ej(θ) = 0 for j = 1, . . . , d. (3.15)

3.2. Reduction of problem (3.5) to a first order system in t. To reduce
problem (3.5) to a first order system, first we represent the right-hand side f ∈
W−m,p

loc (Π) as

f = e2mt
m∑

j=0

Dm−j
t fj , (3.16)

where fj ∈ Lp
loc(R;W−j,p(Sn−1

+ )). This representation can be chosen to satisfy

c1M
−m
p (f ;Ke−1−t,e−t) ≤ e2mt

m∑
j=0

‖fj‖W−j,p(Πt) ≤ c2M
−m
p (f ;Ke−2−t,e1−t) ,

where c1 and c2 are constants depending only on n, m and p (see [4, Lemma 1]).
Next, we represent the operators r|α|Dα

x and r2mDα
x (r−2m+|α| · ) as polynomials

with respect to −rDr we obtain

r|α|Dα
xu =

|α|∑
l=0

Qαl(θ,Dθ)(−rDr)lu ,

r2mDα
x (r−2m+|α|u) =

|α|∑
l=0

Pαl(θ,Dθ)(−rDr)lu ,

where Qαl(θ,Dθ) and Pαl(θ,Dθ) are differential operators of order |α| − l with
smooth coefficients. Furthermore, integrating by parts in∫

Rn
+

Dα
x (r−2m+|α|u)r2m−nvdx,

we obtain
|α|∑
l=0

Qαl(−rDr + i(2m− n))l =
|α|∑
l=0

P ∗αl(−rDr)l , (3.17)

where P ∗αl is the differential operator on Sn−1 adjoint to Pαl. Now we write A in
the form

A(θ,Dθ, Dt) =
m∑

j=0

Dm−j
t Aj(Dt) ,

where

Aj(Dt) =
m∑

k=0

AjkD
m−k
t

with
Ajk =

∑
|α|=|β|=m

Pα,m−j(θ,Dθ)LαβQβ,m−k(θ,Dθ) .

It is clear that
Ajk : (W̊ k,p(Sn−1

+ ))d → (W−j,p(Sn−1
+ ))d (3.18)
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are differential operators of order ≤ j+k on Sn−1
+ with smooth matrix coefficients.

We also write

N(θ, t,Dθ, Dt)u =
m∑

j=0

Dm−j
t

(
Nj(t,Dt)u

)
, (3.19)

where

Nj(t,Dt) =
m∑

k=0

Njk(t)Dm−k
t (3.20)

with

Njk =
∑

m−j≤|α|≤m

∑
m−k≤|β|≤m

Pα,m−je
−(2m−|α|−|β|)tNαβQβ,m−k , (3.21)

where Nαβ is defined by (2.5). By (3.21) the operators

Njk(t) : (W̊ k,p(Sn−1
+ ))d → (W−j,p(Sn−1

+ ))d

are continuous. By (3.21) and (3.17), for almost all r > 0∫
Sn−1

+

m∑
j=0

(
Nj(Dt)u,D

m−j
t (e(2m−n)tv)

)
dθ

=
∫

Sn−1
+

∑
j,k≤m

∑
m−j≤|α|≤m

∑
m−k≤|β|≤m

(
NαβQβ,m−kD

m−k
t u,

e−(2m−|α|−|β|)tP ∗α,m−jD
m−j
t (e(2m−n)tv)

)
dθ

= rn

∫
Sn−1

+

∑
|α|,|β|≤m

(
Nαβ(x)Dβ

xu,D
α
xv

)
dθ ,

(3.22)

where u and v are in (W̊m,p
loc (Rn

+ \ O))d.
Using the operators Aj(Dt) and Nj(t,Dt), and (3.16) we write problem (3.5) in

the form
m∑

j=0

Dm−j
t Aj(Dt)u(t) =

m∑
j=0

Dm−j
t

(
Nj(t,Dt)u+ fj(t)

)
on R, (3.23)

where we consider u and fj as functions on R taking values in function spaces
(W̊m,p(Sn−1

+ ))d and (W−j,p(Sn−1
+ ))d respectively. By (2.13) and (3.21)

‖Njk(t)‖(W̊ k,p(Sn−1
+ ))d→(W−j,p(Sn−1

+ ))d ≤ c κ∞(e−t) . (3.24)

Therefore, Nj acts from (W̊m,p
loc (Π))d to (Lp

loc(R;W−j,p(Sn−1
+ )))d. The local esti-

mate (H2) can be reformulated now as follows

(H2a) Let p and p1 be the same as in (H2) and u ∈ (W̊m,p
loc (Π))d satisfies (3.23)

with fj ∈ (Lp1
loc(R;W−j,p1(Sn−1

+ )))d, then u ∈ (W̊m,p1
loc (Π))d and

‖u‖W m,p1 (Πt,t+a)

≤ cb0
( m∑

j=0

‖fj‖Lp1 (t−a,t+2a;W−j,p1 (Sn−1
+ )) + ‖u‖W m,p(Πt−a,t+2a)

)
,

(3.25)

where c may depend on a > 0.
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Let U = col(U1, . . . ,U2m), where

Uk = Dk−1
t u, k = 1, . . . ,m, (3.26)

Um+1 = A0(Dt)u−N0(t,Dt)u− f0 , (3.27)

Um+j = DtUm+j−1 +Aj−1(Dt)u−Nj−1(t,Dt)u− fj−1 (3.28)

for j = 2, . . . ,m. With this notation (3.23) takes the form

DtU2m +Am(Dt)u−Nm(t,Dt)u− fm = 0. (3.29)

Using (3.26) we write (3.27) as

(A00 −N00(t))Dm
t u = Um+1 −

m−1∑
k=0

(A0,m−k −N0,m−k(t))Uk+1 + f0 . (3.30)

Since Qα,|α| = Pα,|α| = θα, we have

A00 −N00 = L(θ)−
∑

|α|=|β|=m

Nαβ(e−tθ)θα+β ,

and by (H1) the matrix A00−N00 is invertible, and the norm of the inverse matrix
is bounded by a constant times γ−1. Thus equation (3.30) is uniquely solvable with
respect to Dm

t u, and
Dm

t u = S(t)Û , (3.31)
where

S(t)Û = (A00 −N00(t))−1
(
Um+1 −

m−1∑
k=0

(A0,m−k −N0,m−k(t))Uk+1 + f0

)
(3.32)

and Û = (U1, . . . ,Um,Um+1). If we introduce the following two operators

S0Û = A−1
00

(
Um+1 −

m−1∑
k=0

A0,m−kUk+1

)
(3.33)

S ′(t)Û = S(t)Û − (A00 −N00(t))−1f0 , (3.34)

then

S ′(t)Û − S0(t)Û = A−1
00

( m−1∑
k=0

N0,m−k(t)Uk+1 +N00(t)S ′(t)Û
)
. (3.35)

One verifies directly that

‖S ′(t)Û‖Lq(Sn−1
+ ) ≤ C

m∑
j=0

‖Uj+1‖W m−j,q(Sn−1
+ ) (3.36)

and

‖S0(t)Û‖Lq(Sn−1
+ ) ≤ C

m∑
j=0

‖Uj+1‖W m−j,q(Sn−1
+ )

for q ∈ (1,∞). From (3.26) it follows that

DtUk = Uk+1 for k = 1, . . . ,m− 1. (3.37)

By (3.31) we have
DtUm = S(t)Û . (3.38)
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Using (3.31), we write (3.28) as

DtUm+j = Um+j+1 −
m−1∑
k=0

(Aj,m−k −Nj,m−k(t))Uk+1

− (Aj0 −Nj0(t))S(t)Û + fj

(3.39)

for j = 1, . . . ,m− 1 and (3.29) takes the form

DtU2m +
m−1∑
k=0

(Am,m−k−Nm,m−k(t))Uk+1+(Am0−Nm0(t))S(t)Û −fm = 0. (3.40)

Relations (3.37)–(3.40) can be written as the first order evolution system

(IDt + A)U(t)−N(t)Û(t) = F(t) on R, (3.41)

where
F(t) = col(0, . . . , 0,Fm(t),Fm+1(t), . . . ,F2m(t)) (3.42)

with
Fm(t) = (A00 −N00(t))−1f0(t), (3.43)

Fm+j(t) = fj(t)− (Aj0 −Nj0(t))(A00 −N00(t))−1f0(t), j = 1, . . . ,m . (3.44)

The operator N is given by

N(t)Û = col(0, . . . , 0,Nm(t)U ,Nm+1(t)U , . . . ,N2m(t)U), (3.45)

where

Nm(t)Û = A−1
00

( m−1∑
k=0

N0,m−k(t)Uk+1 +N00(t)S ′(t)Û
)

(3.46)

and

Nm+j(t)Û =
m−1∑
k=0

Nj,m−k(t)Uk+1 +Nj0(t)S ′(t)Û

−Aj0A
−1
00

( m−1∑
k=0

N0,m−k(t)Uk+1 +N00(t)S ′(t)Û
) (3.47)

for j = 1, . . . ,m. In (3.41), by I, we denote the identity operator. We also use the
operator matrix

A = −J + L (3.48)
with J = {Jjk}2m

j,k=1 given by



(m+ 1)
0 I 0 · · · · · · · · · 0

0 0 I · · ·
... · · · 0

· · · · · · · · ·
. . .

... · · · · · ·
(m) 0 · · · · · · · · · A−1

00 · · · 0

· · · · · · · · · · · · · · ·
. . . · · ·

0 0 0 · · · · · · · · · I
0 0 0 · · · · · · · · · 0
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and with L = {Ljk}2m
j,k=1 equal to



0 · · · 0 0 · · · 0
...

. . .
... · · ·

...
...

0 · · · 0 0 · · · 0
A−1

00 A0,m · · · A−1
00 A0,1 0 · · · 0

A1,m −A1,0A
−1
00 A0,m · · · A1,1 −A1,0A

−1
00 A0,1 A10A

−1
00 · · · 0

... · · ·
... · · ·

. . .
...

Am,m −Am,0A
−1
00 A0,m · · · Am,1 −Am,0A

−1
00 A0,1 Am0A

−1
00 · · · 0


We put

T = Bm × · · · ×B1 ×B0 × (B−m)m−1, (3.49)

R = Bm−1 × · · · ×B1 ×B0 × (B−m)m , (3.50)

where

Bj = (W̊ j,p(Sn−1
+ ))d for j = 1, . . . ,m, B0 = (Lp(Sn−1

+ ))d ,

B−j = (W−j,p(Sn−1
+ ))d for j = 1, . . . ,m.

(3.51)

By (3.18) the operator A : T → R is continuous. Sometimes we shall write Bp
j , Tp

and Rp in order to mark the dependence of these spaces on p.

3.3. Spectral properties of the pencil λI + A. We introduce the operator ma-
trix E(λ) = {Epq(λ)}2m

p,q=1 as



(m)
e1(λ) e2(λ) · · · em(λ) · · · e2m−1(λ) e2m(λ)
−I 0 · · · 0 · · · 0 0
0 −I · · · 0 · · · 0 0
...

... · · ·
... · · ·

...
...

(m+ 1) 0 0 · · · −A00 · · · 0 0
...

... · · ·
... · · ·

...
...

0 0 · · · 0 · · · −I 0


(3.52)

where

e2m−j(λ) = λj , j = 0, . . . ,m− 1,

em =
m∑

j=0

λm−jAj0,

em−k(λ) =
k∑

s=0

m∑
j=0

λk+m−s−jAjs, k = 1, . . . ,m− 1.
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Let also

J(λ) =


I 0 . . . 0 0
−λ I . . . 0 0
...

...
...

...
0 0 . . . I 0
0 0 . . . −λ I

 , M =


0 0 . . . 0 0

A10A
−1
00 0 . . . 0 0

A20A
−1
00 0 . . . 0 0

...
...

...
...

Am−1,0A
−1
00 0 . . . 0 0


be two m×m-matrices. One can check directly that E−1(λ) is given by



(m+ 1)
0 −I · · · 0 · · · 0 0
0 0 · · · 0 · · · 0 0
...

... · · ·
... · · ·

...
...

(m) 0 0 · · · −A−1
00 · · · 0 0

...
... · · ·

... · · ·
...

...
0 0 · · · 0 · · · 0 −I
I e1(λ) · · · em(λ) · · · e2m−2(λ) e2m−1(λ)


and that

J(λ)−1 =



I 0 0 . . . 0 0

λ I 0 . . .
...

...

λ2 λ I . . .
...

...
...

...
... . . . I 0

λm−1 λm−2 λm−3 . . . λ I


. (3.53)

The following assertion is proved in [4]

Proposition 3.2. For all λ ∈ C

E(λ)(λI + A) = diag(A(λ), I, . . . , I)
(

J(λ) 0
−B(λ) J(λ)−M

)
(3.54)

where the m×m-matrix B(λ) is defined by

B(λ) =


A0m . . . A02 A01

A1,m . . . A12 A11

... . . .
...

...
Am−1,m . . . Am−1,2 Am−1,1



−


0 . . . 0 −λA00

A10A
−1
00 A0,m . . . A10A

−1
00 A02 A10A

−1
00 A01

... . . .
...

...
Am−1,0A

−1
00 A0,m . . . Am−1,0A

−1
00 A02 Am−1,0A

−1
00 A01


Moreover,(

J(λ) 0
−B(λ) J(λ)−M

)−1

=
(
J−1(λ) 0
Q(λ) J−1(λ)(I +M)

)
, (3.55)
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where the elements of the matrix Q(λ) = {Qjk(λ)}m
j,k=1 are given by

Qjk(λ) =
j−1∑
l=0

m∑
q=k−1

λq+l+1−kAj−l−1,m−q. (3.56)

The relation (3.54) allows one to establish the following correspondence between
A(λ) and the linear pencil λI + A.

Proposition 3.3. (see [4]) (i) The operator

λI + A : T → R (3.57)

is Fredholm for all λ ∈ C.
(ii) The spectra of the operator A and the pencil A(λ) coincide and consist of

eigenvalues of the same multiplicity.

We put

φj(θ) = θm
n ej and ψj(θ) = (m!)−1Ej(θ) j = 1, . . . , d,

where ej and Ej are defined in the beginning of Section 2.2. By (3.13) and (3.11)∫
Π

(A(Dt)(η(t)e−mtφk(θ)) , emtψj(θ))dθdt = δj
k , (3.58)

where η is a smooth function equal to 1 for large positive t and 0 for large negative
t. The equality (3.58) can be written as∫

Sn−1
+

(A′(im)φk(θ) , ψj(θ))dθ = iδj
k . (3.59)

We introduce the vector functions

Φj = col(Φjl)2m
l=1 =

(
J−1(im) 0
Q(im) J−1(im)(I +M)

)
col(φj , 0, . . . , 0). (3.60)

Owing to (3.54) and (3.55) we obtain

(imI + A)Φj = 0 . (3.61)

Using (3.53) and the definitions of the matrices M and B we get

Φjl = (im)l−1φj , l = 1, . . . ,m, (3.62)

Φj,m+l =
l−1∑
p=0

m∑
q=0

Al−p−1,m−q(im)p+qφj (3.63)

for l = 1, . . . ,m.
We introduce the vector Ψj = col(Ψjl)2m

l=1, by

Ψj = E∗(−im) col(ψj , 0, . . . , 0) (3.64)

where E∗(λ) is the adjoint of E(λ). Since ψj is the eigenfunction of the pencil
(A(λ))∗ corresponding to the eigenvalue λ = im (see (3.15)), it follows from (3.54)
that

(−imI + A∗)Ψj = 0. (3.65)
By (3.52)

Ψjl =
m−l∑
p=0

m∑
q=0

A∗qp(−im)2m−l−q−pψj
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for l = 1, . . . ,m− 1,

Ψjm =
m∑

q=0

A∗q0(−im)m−qψj , (3.66)

Ψj,m+l = (−im)m−lψj (3.67)

for l = 1, . . . ,m. Clearly, Φj ∈ T , Ψj ∈ R∗, where

R∗ = (W 1−m,q(Sn−1
+ ))d × · · · × (W−1,q(Sn−1

+ ))d

× (Lq(Sn−1
+ ))d × ((W̊m,q(Sn−1

+ ))d)m .

Proposition 3.4. The biorthogonality condition

〈Φk,Ψj〉 = iδj
k (3.68)

is valid, where

〈Φk,Ψj〉 =
2m∑
s=1

∫
Sn−1

+

(Φks,Ψjs)dθ .

Proof. We put

Φkλ =
(
J−1(λ) 0
Q(λ) J−1(λ)(I +M)

)
col(φk, 0, . . . , 0)

and Ψjλ = E∗(λ) col(ψj , 0, . . . , 0). Then by (3.54) and (3.55)

〈(λI + A)Φkλ,Ψjλ〉 =
∫

Sn−1
+

(A(λ)φk, ψj)dθ .

Differentiating this equality with respect to λ, setting λ = im and using (3.61),
(3.65) together with (3.59) we obtain (3.68). �

We introduce the spectral projector P corresponding to the eigenvalue λ = im:

PF = −i
d∑

q=1

〈F ,Ψq〉Φq . (3.69)

This operator maps R into T . Using (3.61) we obtain

AP = −imP . (3.70)

3.4. Equivalence of equation (3.23) and system (3.41). Here we collect def-
initions of some spaces which are used in the sequel. Let T and R be the spaces
defined by (3.49) and (3.50). We introduce the space T(a, b) of vector functions
U = col(Uj)2m

j=1 defined on (a, b), taking values in T and supplied with the norm

‖U‖T(a,b) =
( ∫ b

a

(
‖U(τ)‖p

T + ‖DτU(τ)‖p
R

)
dτ

)1/p

.

This definition is equivalent to

T(a, b) =
{
U : U ∈ Lp(a, b; T ), DtU ∈ Lp(a, b;R)

}
. (3.71)

Here p is the same number as in the definition of the spaces Bk.
By T′(a, b) we denote the space of vector-functions

U ′ = (U1, . . . ,Um) ,
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with values in Bm × · · · ×B1 which is endowed with the norm

‖U ′‖T′(a,b) =
( m∑

j=1

∫ b

a

(
‖Uj(τ)‖p

Bm−j+1
+ ‖DτUj(τ)‖p

Bm−j

)
dτ

)1/p

,

where Bj is defined by (3.51). Also let T̂(a, b) be the product T′(a, b)×Lp(a, b;B0),
which consists of the vector functions

Û = (U ′, Um+1)

with the norm

‖Û‖T̂(a,b) = (‖U ′‖p
T′(a,b) + ‖Um+1‖p

Lp(a,b;B0)
)1/p.

Furthermore, we use the spaces T′loc(R) and T̂loc(R) endowed with the seminorms
‖U ′‖T′(t,t+1) and ‖Û‖T̂(t,t+1), t ∈ R.

If u ∈ W̊m
p,loc(Π) then by setting Uj = Dj−1

t u we see that

U ′ ∈ T′loc(R) and Û ∈ T̂loc(R)

and
2−1/p‖Û‖T̂(t,t+1) ≤ ‖u‖W m

p (t,t+1;{Bk}m
k=0)

≤ ‖U ′‖T′(t,t+1) . (3.72)

Let Wm,p
0 (Πa,b) be the closure of the space of smooth functions u defined on

Πa,b and equal zero in a neighborhood of ∂Π∩Πa,b. By S(a, b) we denote the space
of all vector functions U(t) represented in the form

U(t) = col
(
u(t), . . . , Dm−1

t u(t), um+1(t), . . . , u2m(t)
)

(3.73)

where u ∈Wm,p
0 (Πa,b),

um+1 ∈ Lp(a, b;B0), Dtum+1 ∈ Lp(a, b;B−m) (3.74)

um+j , Dtum+j ∈ Lp(a, b;B−m) , j = 2, . . . ,m. (3.75)

We equip the space S(a, b) with the norm

‖U‖S(a,b) =
(
‖u‖p

W m,p(Πa,b)
+ ‖um+1‖p

Lp(a,b;B0)
+ ‖Dtum+1‖p

Lp(a,b;B−m)

+
m∑

j=2

(‖um+j‖p
Lp(a,b;B−m) + ‖Dtum+j‖p

Lp(a,b;B−m))
)1/p

Clearly, S(a, b) ⊂ T(a, b) and

‖U‖T(a,b) ≤ c‖U‖S(a,b) (3.76)

for all U ∈ S(a, b). Furthermore, if m = 1, then S(a, b) = T(a, b) and the norms are
equivalent.

We use the notation Tloc(R) for the space of vector functions defined on R whose
restrictions to an arbitrary finite interval (a, b) belong to T(a, b). In the same way,
the space Sloc(R) is defined.

Lemma 3.5. (i) If u ∈ (W̊m,p
loc (Π))d is a solution of (3.23), then the vector function

U given by (3.26)–(3.28) belongs to Sloc(R) and satisfies (3.41).
(ii) If U ∈ Tloc(R) is a solution of (3.41), then U ∈ Sloc(R) and the vector

function u = U1 belongs to (W̊m,p
loc (Π))d satisfies (3.23).
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For the proof of the above lemma see [4].
Sometimes, to emphasize the dependence of the spaces T and S on p we shall

write Tp and Sp respectively.
Let us show that for solutions of (3.41) the following local estimate is valid

(H2b) Let p and p1 be the same as in (H2) and (H2a) and let U ∈ Tp,loc(R)
be a solution of (3.41) with Fm+j ∈ (Lp1

loc(R;W−j,p1(Sn−1
+ )))d, then U ∈

Tp1,loc(R) and

‖Û‖T̂p1 (t,t+a) ≤ cb0
( m∑

j=0

‖Fm+j‖Lp1 (t−a,t+2a;W−j,p1 (Sn−1
+ )) + ‖Û‖T̂p(t−a,t+2a)

)
.

Let U ∈ Tp,loc(R) be a solution of (3.41) with Fm+j ∈ (Lp1,loc(R;W−j,p1(Sn−1
+ )))d.

Then by Lemma 3.5(ii) the function u = U1 is a solution of (3.23). Clearly, the
functions fj in (3.43) and (3.44) belong to (Lp1,loc(R;W−j,p1(Sn−1

+ )))d. By (H2a)
u ∈ (W̊m,p1

loc (Rn
+))d and (3.25) holds. This together with (3.43) and (3.44) gives

(H2b).

4. Description of solutions to the homogeneous system (3.41)

Our goal here is to describe all solutions U ∈ Tp,loc(R) to equation

(IDt + A)U(t)−N(t)Û(t) = O on R, (4.1)

subject to

‖U‖Tp(t,t+1) =

{
o
(
e(n−m)t−c0

R t
0 ω(s)ds

)
as t→ +∞

o
(
e−(m+1)t−c0

R 0
t

ω(s)ds
)

as t→ −∞,
(4.2)

where ω is given by (3.6) and c0 is a sufficiently large constant. The main theorem
is contained in Section 4.6.

4.1. Spaces X and Y. Here we add some new function spaces to spaces T, T′, T̂
and S. By X(a, b) we denote the space of all vector functions

U(t) = (I − P)V(t) (4.3)

with V ∈ S(a, b). We define the space Xloc(R) of all vector functions on R which are
represented in the form (4.3) with a certain V ∈ Sloc(R). Clearly, Xloc(R) ⊂ Tloc(R)
and we shall use seminorms ‖ · ‖T(t,t+1) in Xloc(R). If m = 1 then X(a, b) is a closed
subspace in T(a, b) consisting of functions v ∈ T(a, b) satisfying (I −P)v(t) = v(t)
almost for all t ∈ (a, b). For the case m ≥ 2 we prove the following

Lemma 4.1. Let m ≥ 2. Then
(i) if (I − P)U = 0 with U ∈ S(a, b) then

U = e−mt
d∑

j=1

cjΦj (4.4)

with some constants cj;
(ii) if v ∈ X(a, b) then there exists U ∈ S(a, b) such that v = (I − P)U and

‖U‖T(a,b) ≤ c‖v‖T(a,b) (4.5)

with constant c depending only on b− a, n, m, p and P.
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Proof. (i) The equality U = PU implies

U(t) =
d∑

k=1

hk(t)Φk.

Since U2(t) = DtU1(t) and Φk1 = φk, Φk2 = imφk we have that
d∑

k=1

Dthk(t)φk = im
d∑

k=1

hk(t)φk.

Using linear independence of the functions φk we obtain that Dthk(t) = imhk(t)
or hk(t) = cke

−mt.
(ii) We introduce the factor space T0 = T(a, b)/K, where K is the subspace of

elements of the form (4.4). The norm is defined by

‖U‖T0 = min
V∈K

‖U + V‖T0 .

Clearly the minimum is attained for a certain V. Suppose that the assertion (ii)
is not valid. Then there exist functions Uj such that ‖Uj‖T(a,b) = ‖Uj‖T0 = 1 and
‖(I − P)Uj‖T(a,b) → 0 as j →∞. We write

PUj(t) =
d∑

k=1

h
(j)
k (t)Φk.

Using

‖Uj1 −
d∑

k=1

h
(j)
k (t)φk‖Lp(a,b;Bm) → 0,

‖Uj2 − im
d∑

k=1

h
(j)
k (t)φk‖Lp(a,b;Bm−1) → 0,

‖DtUj1 −
d∑

k=1

Dth
(j)
k (t)φk‖Lp(a,b;Bm−1) → 0

together with DtUj1 = Uj2, we obtain that

‖Dth
(j)
k − imh

(j)
k ‖Lp(a,b) → 0 as j →∞.

Putting f (j)
k = Dth

(j)
k − imh

(j)
k , we obtain

h
(j)
k (t) = c

(j)
k e−mt + F

(j)
k (t) with F

(j)
k (t) =

∫ t

a

e−m(t−τ)f
(j)
k (τ)dτ,

where c(j)k are constants. Clearly, F (j)
k → 0 in W 1,p(a, b). If we introduce

U ′j = Uj − e−mt
d∑

k=1

c
(j)
k Φk ,

then ‖U ′j‖T(a,b) ≥ 1 and ‖PU ′j‖T(a,b) → 0 as j → 0. Since (I − P)Uj = (I − P)U ′j
we have also ‖(I − P)Uj‖T(a,b) → 0. This implies that ‖U ′j‖T(a,b) → 0 as j → 0.
This contradiction proves (ii). �

Corollary 4.2. The space Xloc(R) is closed in Tloc(R).
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Proof. For m = 1 this is obvious. Let m ≥ 2 and let vj ∈ Xloc(R) and vj → v in
Tloc(R). We put δk = (k, k + 3/2). Then vj → v in Tloc(δk) for each k ∈ Z. By
Lemma 4.1(ii) there exists U (k)

j ∈ Tloc(δk) such that (I − P)U (k)
j = vj on δk and

estimate (4.5) holds for the interval δk. Therefore the sequence {U (k)
j } has the limit

U (k) in Tloc(δk) and (I − P)U (k) = v. By Lemma 4.1(i)

Uk+1 − Uk = e−mt
d∑

j=1

c
(k)
j Φj

with some constants c(k)
j . This implies that there exists U ∈ Tloc(R) such that

(I − P)U = v on R and U − Uj has the same form as the right-hand side of (4.4)
on each δk. Therefore, v ∈ Xloc(R). �

We shall also use the space Yloc(R) of vector functions

F(t) = col
(
0, . . . , 0,Fm(t),Fm+1(t), . . . ,F2m

)
(4.6)

with some Fm+j ∈ Lp,loc(R;B−j), j = 0, . . . ,m. We equip this space with the
seminorms

‖F‖Y(t,t+1) =
( m∑

j=0

‖Fm+j‖p
Lp(t,t+1;B−j)

)1/p

.

We put

T̂ = Bm ×Bm−1 × · · · ×B1 ×B0 , (4.7)

κs(t) = κs(e−t). (4.8)

We shall use also the notation Xp, Yp, B
p
k and Tp parallel to X, Y, Bk and T in

order to indicate their dependence on p.
Let us prove the following estimate

Lemma 4.3. Let q ≥ p, δ > 0 and let Û ∈ Lq(t, t+ δ; T̂q). Then

‖NÛ‖Yp(t,t+δ) ≤ cκs,δ(t)‖Û‖Lq(t,t+δ;T̂q), (4.9)

where

κs,δ(t) =
( ∫

K
e−δ−t,e−t

κs(x)|x|−ndx
)1/s

(4.10)

and s = qp/(q − p).

Proof. Using definitions (3.46) and (3.34) of the operators Nm and S ′, we have

‖NmÛ‖Lp(t,t+δ;Bp
0 ) ≤ c

( m−1∑
k=0

‖N0,m−kUk+1‖Lp(t,t+δ;Bp
0 ) + ‖N00S ′Û‖Lp(t,t+δ;Bp

0 )

)
.

(4.11)
By (3.36) and Hölder’s inequality, we get

‖N00S ′Û‖Lp(t,t+δ;Bp
0 ) ≤ cκs,δ(t)‖Û‖Lq(t,t+δ;T̂q).

By (3.21) the sum in the right-hand side in (4.11) is estimated by

c
m−1∑
k=0

∑
|α|=m

∑
k≤|β|≤m

e(|β|−m)t‖NαβQβkUk+1‖Lp(t,t+δ;Bp
0 ).
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Using Hardy’s and Hölder’s inequalities we estimate this sum by the right-hand
side in (4.9). Thus the norm of NmÛ is estimated. The corresponding norms of
Nm+jÛ , j = 1, . . . ,m, are estimated analogously. �

4.2. Spectral splitting of system (3.41). Let

u(t) = PU(t), v(t) = (I − P)U(t). (4.12)

Then
U(t) = u(t) + v(t) . (4.13)

Also, let û = col(u1, . . . ,um+1) and v̂ = col(v1, . . . ,vm+1). Applying P to equation
(3.41) and using (3.70) we arrive at

(Dt − im)u− PN(t)(û + v̂) = PF on R. (4.14)

Applying I − P to (3.41) we obtain

(IDt + A)v − (I − P)N(t)v̂ = (I − P)(F + N(t)û) on R. (4.15)

Thus we have split system (3.41) into the finite-dimensional system (4.14) and the
infinite-dimensional system (4.15). Clearly, U ∈ Tp,loc(R) implies that u and Dtu
belong to Lp,loc(R; Tq) for all q ≥ p.

The next proposition shows the equivalence of (3.41) and the split system (4.14),
(4.15).

Proposition 4.4. (i) Let U ∈ Tloc(R) be a solution of (3.41). Then U ∈ Sloc(R)
and the pair u,v given by (4.12) satisfy systems (4.14), (4.15).

(ii) Let u and v belong to Tloc(R), satisfy (4.14), (4.15) and be subject to u(t) =
Pu(t) and v(t) = (I − P)v(t) on R. Then the function (4.13) satisfies system
(3.41).

The proof of the above proposition is obvious. This proposition, combined with
Lemma 3.5, ensures the equivalence of equation (3.23) and the split system (4.14),
(4.15).

4.3. The infinite-dimensional part of the split system. We start with the
case N = 0, i.e. we consider the system

(IDt + A)v = (I − P)F on R. (4.16)

We put

µ(t) =

{
e−(m+1)t for t ≥ 0
e(n−m)t for t < 0.

(4.17)

The following result is proved in [KM2, Lemma 8].

Lemma 4.5. (i) (Existence) Let F ∈ Yq,loc(R), q ∈ (1,∞) and δ > 0. Suppose
that ∫

R
µ(−τ)‖F‖Yq(τ,τ+δ)dτ <∞ . (4.18)

Then (4.16) has a solution v ∈ Xq,loc(R) satisfying

‖v‖Tq(t,t+δ) ≤ c

∫
R
µ(t− τ)‖F‖Yq(τ,τ+δ)dτ, (4.19)

where c is a constant independent of F .
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(ii) ( Uniqueness) Let v ∈ Tq,loc(R) satisfy (4.16) with F = 0 and Pv(t) = 0 for
almost every t ∈ R. Also let

‖v‖Tq(t,t+δ) =

{
o(e(n−m)t) if t→ +∞
o(e−(m+1)t) if t→ −∞

(4.20)

be valid. Then v = 0.

Now, we study the system

(IDt + A)v − (I − P)N(t)v̂ = (I − P)F on R. (4.21)

We introduce the function

µω(t, τ) =

{
exp

(
− (m+ 1)(t− τ) + c0

∫ t

τ
ω(s)ds

)
for t ≥ τ

exp
(
(n−m)(t− τ) + c0

∫ τ

t
ω(s)ds

)
for t < τ ,

(4.22)

where c0 is a sufficiently large positive constant depending on n, m, p, γ and L.

Proposition 4.6. Let assumptions (H1)–(H3) be fulfilled and let p and p1 be the
same as in (H2). Then the following assertions are valid:

(i) Let F belong to Yp1,loc(R) and let∫
R
µω(0, τ)‖F‖Yp1 (τ,τ+1)dτ <∞ . (4.23)

Then system (4.21) has a solution v ∈ Xp1,loc(R) satisfying

‖v‖Tp(t,t+1) ≤ c

∫
R
µω(t, τ)‖F‖Yp1 (τ,τ+1)dτ , (4.24)

‖v̂‖T̂p1 (t,t+1) ≤ cb0

∫
R
µω(t, τ)‖F‖Yp1 (τ,τ+1)dτ . (4.25)

(ii) The solution v ∈ Xp,loc(R) to (4.21) subject to

‖v‖Tp(t,t+1) =

o
(
e(n−m)t−c0

R t
0 ω(τ)dτ

)
as t→ +∞

o
(
e−(m+1)t−c0

R 0
t

ω(τ)dτ
)

as t→ −∞
(4.26)

is unique. (We note that (4.23) together with (4.24) imply (4.26).)

Proof. (1). Solvability in X2(R). We introduce the space T2(R), which consists of
vector functions U ∈ T2,loc(R) with finite norm

‖U‖T2(R) =
( ∫

R
e(2m−n)t‖U‖2T2(t,t+1))dt

)1/2

.

The space S2(R) contains vector functions (3.73) with finite norm

‖U‖S2(R) =
( ∫

R
e(2m−n)t‖U‖2S2(t,t+1))dt

)1/2

.

The space X2(R) consists of v represented as (I − P)U with U ∈ S2(R). Let also
Y2(R) consists of vector functions F from Y2,loc(R) with finite norm

‖F‖Y2(R) =
( ∫

R
e(2m−n)t‖F‖2Y2(t,t+1))dt

)1/2

.

Consider first problem (3.41) with F ∈ Y2(R). Using the solvability result for
(2.52) from (1) in the proof of Proposition 2.11 and connection of problems (2.52)
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and (3.41) established in Section 3 we obtain that for every F ∈ Y2(R) there exists
the unique U ∈ T2(R) solving (3.41) and it satisfies

‖U‖T2(R) ≤ c‖F‖Y2(R).

Therefore the function v = (I − P)U belongs to X2(R) solves (4.21) with F = F .
(2). Local estimate for v. Let v = (I − P)U with U ∈ Sp,loc(R) satisfy (4.21)

with F ∈ Yp1,loc(R) and let m ≥ 2. According to Lemma 4.1(ii) we can suppose
that U is subject to (4.5) with a = t − δ and b = t + 2δ, where t and δ are fixed.
We write equation (4.21) as

(IDt + A)U −N(t)v̂ = F + PG, (4.27)

where
G = (IDt + A)U −N(t)v̂ − F.

System (4.27) consists of 2m equations. Since U ∈ Sp,loc(R) and the first compo-
nents of N(t)v̂ and F are zero, we have (PG)1 = 0. But

(PG)(t) =
d∑

j=1

hj(t)Φj

and the vector functions (Φj)1 = φj are linear independent, which implies hj = 0
and hence PG = 0. Thus system (4.27) becomes

(IDt + A)U −N(t)Û = F −N(t)P̂U . (4.28)

Since U ∈ Sp,loc(R) ⊂ Tp,loc(R) it follows that PU and ∂tPU belong to Lp,loc(R; Tq)
for all q ≥ p and

‖PU‖Lp(t,t+δ;Tq) + ‖∂τPU‖Lp(t,t+δ;Tq) ≤ c‖U‖Tp(t,t+δ).

This implies
‖PU‖Lq(t,t+δ;Tq) ≤ c‖U‖Tp(t,t+δ). (4.29)

Now applying (H2b) to (4.28) and using the last inequality together with Lemma
4.3, we obtain that U ∈ Tp1,loc(R) and

‖Û‖T̂p1 (t,t+δ) ≤ cb0
( m∑

j=0

‖Fm+j‖Lp1 (t−δ,t+2δ;W−j,p1 (Sn−1
+ )) + ‖Û‖T̂p(t−δ,t+2δ)

)
.

Now using (4.5) we arrive at

‖v̂‖T̂p1 (t,t+δ) ≤ cb0
(
‖F‖Yp1 (t−δ,t+2δ) + ‖v‖Tp(t−δ,t+2δ)

)
. (4.30)

When m = 1, a direct application of (H2b) to the system (IDt + A)v −N(t)v̂ =
F − PN(t)v̂ gives

‖v̂‖T̂p1 (t,t+δ) ≤ cb0
( 1∑

j=0

‖(F − PN(t)v̂)1+j‖Lp1 (t−δ,t+2δ;W−j,p1 (Sn−1
+ ))

+ ‖v‖Tp(t−δ,t+2δ)

)
.

This together with (4.29) implies (4.30) for m = 1. The local estimate (4.30)
together with (4.9), with q = p1, gives

‖Nv̂‖Yp(t,t+δ) ≤ c
(
ω0‖F‖Yp1 (t−δ,t+2δ) + b0κs,δ(t)‖v‖Tp(t−δ,t+2δ)

)
, (4.31)

where s = p1p/(p1 − p) and κs,δ is given by (4.10).
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(3). Existence of solution. One can verify that every vector function F from
Yp1,loc(R) subject to (4.23) can be approximated by vector functions from Y2(R)
with compact support in the norm defined by the left-hand side in (4.23). Therefore
it suffices to prove estimate (4.24) and (4.25) for solutions from (1). We write system
(4.21) in the form

(IDt + A)v = (I − P)(F + N(t)v̂).
Using v ∈ X2(R) one can check that the right-hand side satisfies (4.18). Applying
to this equation Lemma 4.5 with q = p and using (4.31), we arrive at

‖v‖Tp(t,t+δ) ≤ c

∫
R
µ(t− τ)

(
‖F‖Yp1 (t−δ,t+2δ) + b0κs,δ(t)‖v‖Tp(t−δ,t+2δ)

)
dτ.

Taking here δ sufficiently small we derive the estimate

‖v‖Tp(t,t+1) ≤ c

∫
R
µ(t− τ)

(
‖F‖Yp1 (t,t+1) + b0κs(t)‖v‖Tp(t,t+1)

)
dτ.

Iterating this inequality we obtain

‖v‖Tp(t,t+1) ≤ c

∫
R
gω(t, τ)‖F‖Yp1 (t,t+1)dτ, (4.32)

where

gω(t, τ)

= µ(t− τ) +
∞∑

k=1

(cb0)k

∫
Rk

µ(t− τ1)κs(τ1)µ(τ1 − τ2) . . .κs(τk)µ(τk − τ)dτ1 . . . dτk.

Since (m− n− ∂t)(∂t +m+ 1)µ(t) = (n+ 1)δ(t), we can check that(
(m− n− ∂t)(∂t +m+ 1)− (n+ 1)cb0κs(e−t)

)
gω(t, τ) = (n+ 1)δ(t− τ).

Using [3, Proposition 6.3.1], we obtain

gω(t, τ) ≤ Cµω(t, τ).

This together with (4.32) leads to (4.24). Estimate (4.24) together with the local
estimate (4.30) gives (4.25).

(4) Uniqueness. First we observe that we can start in (3) from a solution
v ∈ Xp,loc(R) subject to a certain growth restrictions at ±∞, for example v has a
compact support with respect to t, and reasoning as above we will arrive at esti-
mates (4.24) and (4.25) for such v. This leads to uniqueness in the class of functions
with compact support. The uniqueness in the class of functions subject to (4.26)
is proved in the same way as in Proposition 2.11. �

4.4. The finite dimensional system. By Proposition 4.6 we can introduce the
operator M : F → v̂ which is defined on F ∈ Yp1,loc(R) subject to (4.23) and
M(F ) = v̂ where v is the solution of (4.21) from Proposition 4.6. By (4.24) we
have

‖M(F )‖T̂p1 (t,t+1) ≤ cb0

∫
R
µω(t, τ)‖F‖Yp1 (τ,τ+1)dτ . (4.33)

Using the operator M, we write (4.14) in the form

(Dt − im)u− PN(û + M(Nû))(t) = P(F + NM(F))(t) on R.
We rewrite this system as

(Dt − im)u− PN(0)û− PK(û) = P(F + NM(F))(t) on R, (4.34)



30 V. KOZLOV EJDE-2006/10

where

K[û](t) = (N(t)−N(0)(t))û + N(t)M(Nû) , (4.35)

N(0)(t)Û = col(0, . . . , 0,N(0)
m (t)Û ,N(0)

m+1(t)Û , . . . ,N
(0)
2m(t)Û) (4.36)

with

N(0)
m (t)Û = A−1

00

( m−1∑
k=0

N0,m−k(t)Uk+1 +N00(t)S0(t)Û
)

(4.37)

and

N
(0)
m+j(t)Û =

m−1∑
k=0

Nj,m−k(t)Uk+1 +Nj0(t)S0(t)Û

−Aj0A
−1
00

( m−1∑
k=0

N0,m−k(t)Uk+1 +N00(t)S0(t)Û
) (4.38)

for j = 1, . . . ,m. Here S0 is given by (3.33).
The vector function u can be represented as

u(t) = e−mt
d∑

j=1

hj(t)Φj , (4.39)

where Φj is given by (3.62) and (3.63). Inserting (4.39) into (4.34), multiplying
then (4.58) by vectors (3.64) and using (3.68) and (3.69), we obtain the system for
the vector function h = col(h1, . . . , hd)

∂th(t)−R(t)h(t)− (Mh)(t) = g , (4.40)

where

(R(t)h(t))k =
N∑

j=1

Rkj(t)hj(t)

with

Rkj(t) = 〈N(0)(t)Φj ,Ψk〉 and (Mh)(t) = ((Mh)1(t), . . . ,Mh)d(t)),

where

(Mh)k(t) = emt〈K(e−mτ
d∑

j=1

hjΦ̂j)(t),Ψk〉 . (4.41)

The right-hand side g(t) = (g1(t), . . . , gd(t)) is defined by

gk(t) = emt〈F(t) + NM(F)(t),Ψk〉 . (4.42)

Using (3.62), (3.63) and (3.33) we obtain that S0Φj = (im)mϕj . Therefore,

N(0)
m (t)Φj = A−1

00 N0(t, im)ϕj ,

N
(0)
m+q(t)Φj = Nq(t, im)ϕj −Aq0A

−1
00 N0(t, im)ϕj

for q = 1, . . . ,m, where we have used notation (3.20) and formulae (4.37), (4.38).
This together with (3.66) and (3.67) gives

Rkj(t) =
m∑

q=0

∫
Sn−1

+

(Nq(t, im)ϕj , (−im)m−qψk)dθ . (4.43)
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Furthermore, u ∈ Lq,loc(R; Tq) if and only if h ∈ (Lq
loc(R))d and

C1‖h‖Lq(t,t+1) ≤ emt‖u‖Lq(t,t+1;Tq) ≤ C2‖h‖Lq(t,t+1) (4.44)

with constants independent of t.
To derive estimates for M we need some formulae. Using definition (3.34) of the

operator S ′ together with (3.62) and (3.63) we obtain

S ′(t)Φ̂j = (im)mϕj + (A00 −N00)−1N0(t, im)ϕj . (4.45)

Therefore,

(Nm(t)−N(0)
m (t))Φ̂j = A−1

00 N00(t)(A00 −N00)−1N0(t, im)ϕj

and

(Nm+q(t)−N
(0)
m+q(t))Φ̂j = Nq0(t)(A00 −N00)−1N0(t, im)ϕj

−Aq0A
−1
00 N00(A00 −N00)−1N0(t, im)ϕj

for q = 1, . . . ,m. These relations together with (3.66) and (3.67) give

〈(N(t)−N(0)(t))Φ̂j ,Ψk〉

=
∫

Sn−1
+

((A00 −N00)−1N0(t, im)ϕj ,
m∑

q=0

N ∗
q0(t)(−im)m−qψk)dθ .

(4.46)

We also need the formulae

NmΦj = (A00 −N00)−1N0(t, im)ϕj , (4.47)

Nm+qΦj = Nq(t, im)ϕj − (Aq0 −Nq0)(A00 −N00)−1N0(t, im)ϕj (4.48)

for q = 1, . . . ,m, which can be checked directly by using the definitions of the
operator N, the vector function Φj and (4.45).

Using again definitions of the operator N and the vector functions Ψk one verifies
that

〈N(t)Û ,Ψk〉 =
m∑

s=0

m−1∑
q=0

∫
Sn−1

+

(Ns,m−qUq+1, (−im)m−sψk)dθ

+
m∑

s=0

∫
Sn−1

+

(Ns0S ′Û , (−im)m−sψk)dθ.

(4.49)

Now we estimate the norm of the operator M. We use the notation

µ̃ω(t, τ) = µω(t, τ)em(t−τ) . (4.50)

Using (4.33) and the definition of M one can derive the following estimate

‖M(h)‖Lp1 (t,t+1) ≤ c

∫
R
µ̃ω(t, τ)‖h‖Lp1 (τ,τ+1)dτ , (4.51)

which is valid for h subject to∫
R
µ̃ω(0, τ)‖h‖Lp1 (τ,τ+1)dτ <∞ .

In what follows we shall need also another estimate for M.
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Lemma 4.7. For all h ∈ (L∞loc(R))d subject to∫
R
µ̃ω(0, τ)κp1(τ)‖h‖L∞(τ,τ+1)dτ <∞ (4.52)

the following estimate holds:

‖M(h)‖L1(t,t+1) ≤ cb0κp′1
(t)

∫
R
µ̃ω(t, τ)κp1(τ)‖h‖L∞(τ,τ+1)dτ , (4.53)

where p′1 = p1/(p1 − 1) and κs is defined by (4.8) and (2.12).

Proof. We start with proving the estimates

‖Nm+k(t)Φ̂j‖W−k,s(Sn−1
+ ) ≤ cκs(t) , (4.54)∣∣∣〈N(t)Û ,Ψk〉

∣∣∣ ≤ cκs′(t)
m+1∑
j=1

‖Uj(t)‖W m−j+1,s(Sn−1
+ ) , (4.55)

where s ∈ (1,∞), 1/s′ = 1− 1/s,

κs(τ) =
∑

|α|,β|≤m

( ∫
Sn−1

+

((e−tθn)2m−|α|−|β||Nαβ(e−τθ)|)sdθ
)1/s

(4.56)

and the constant c depends on n, s and coefficients Lαβ . By (4.47) and (4.48)

‖Nm+k(t)Φ̂j‖W−k,s(Sn−1
+ ) ≤ c

(
‖N0(t, im)ϕj‖Ls(Sn−1

+ ) + ‖Nk(t, im)ϕj‖W−k,s(Sn−1
+ )

)
.

Using (3.20), (3.21) and that ϕj(θ) = θm
n ej , we can estimate the right-hand side by

c
∑
|α|≤m

∑
|β|≤m

e−(2m−|α|−|β|)t‖Nαβ(e−tθ)θm−|β|
n ‖W |α|−m,s(Sn−1

+ ))

≤ c
∑
|α|≤m

∑
|β|≤m

e−(2m−|α|−|β|)t‖Nαβ(e−tθ)θ2m−|β|−|α|
n ‖Ls(Sn−1

+ ) ,

which is estimated by cκs. Inequality (4.54) is proved.
Using (4.49) and (3.35) together with (3.21) and observing that ψk is equal to

φk times a smooth function, we arrive at∣∣∣〈N(t)Û ,Ψk〉
∣∣∣ ≤ c

m∑
q=0

∑
|α|≤m

∑
q≤|β|≤m

e−(2m−|α|−|β|)t

× ‖N∗
αβθ

2m−|α|−|β|
n ‖Ls′ (Sn−1

+ )‖θ
|β|−m
n Qβ,qUq+1‖Ls(Sn−1

+ ) .

Using the Hardy inequality for estimating the last factor we arrive at (4.55).
We represent M as the sum M1 +M2, where

M1(h) =
d∑

j=1

(〈N(t)−N(0)(t))Φ̂j ,Ψk〉hj(t) ,

M2(h)k = 〈N(t)M(N
d∑

j=1

hj(t)Φ̂j),Ψk〉 .
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From (4.46) and (3.20), (3.21) it follows that

|M1(h)| ≤ c
∑
|α|=m

∑
m−k≤|β|

e−(2m−|α|−|β|)t‖Nαβθ
2m−|β|−k
n ‖

Lp′1 (Sn−1
+ )

×
∑
|β|=m

∑
m−j≤|α|

e−(2m−|α|−|β|)t‖N∗
αβθ

2m−|α|−j
n ‖Lp1 (Sn−1

+ )|h(t)| ,

which implies
|M1(h)(t)| ≤ cκp′1

(t)κp1(t)|h(t)| . (4.57)

Furthermore, by (4.55)

|M2(h)(t)| ≤ Cκp′1
(t)

m+1∑
j=1

d∑
k=1

‖M(Nhk(t)Φ̂k)j‖W m−j+1,p1 (Sn−1
+ ) .

Now, using (4.33) together with (4.54) with s = p1 and (4.44), we obtain

‖M2(h)‖L1(t,t+1) ≤ Cb0‖κp′1
‖

Lp′1 (t,t+1)

∫
R
µ̃ω(t, τ)κp1(τ)‖h‖L∞(τ,τ+1)dτ .

From (4.57) it follows the same estimate for ‖M1(h)‖L1(t,t+1). These two estimates
give (4.53). The proof is complete. �

4.5. Homogeneous equation (4.34). Here we shall study the homogeneous equa-
tion (4.40), i.e.

∂th(t)−R(t)h(t)− (Mh)(t) = 0 on R. (4.58)

We start with a uniqueness result.

Lemma 4.8. If h ∈ (W 1,1
loc (R))d is a solution of (4.58) subject to

|h(t)| =

o
(
ent−c1

R t
0 ω(s)ds

)
as t→ +∞

o
(
e−t−c1

R 0
t

ω(s)ds
)

as t→ −∞,
(4.59)

with sufficient large c1 and h(t0) = 0 for some t0 then h(t) = 0 for all t ∈ R.

Proof. Without loss of generality we can assume that t0 = 0. By (4.59) the function
h satisfies (4.52). Integrating (4.58) from 0 to t and using (4.53) together with the
inequality ∫ b

a

|f(t)|dt ≤
∫ b

a−1

∫ t+1

t

|f(τ)|dτdt,

we arrive at

|h(t)|

≤ c

∫ t

−1

κ1(τ)‖h‖L∞(τ,τ+1)dτ + cb0

∫ t

−1

κp′1
(τ)

∫
R
µ̃ω(τ, s)κp1(s)‖h‖L∞(s,s+1)ds

if t ≤ 0 and

|h(t)|

≤ c

∫ 0

t−1

κ1(τ)‖h‖L∞(τ,τ+1)dτ + cb0

∫ 0

t−1

κp′1
(τ)

∫
R
µ̃ω(τ, s)κp1(s)‖h‖L∞(s,s+1)ds

if t < 0. Now repeating the proof of [4, Lemma 12] we obtain h = 0. �
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Lemma 4.9. For each a ∈ Cd \ O equation (4.58) has a solution h ∈ (W 1,p
loc (R))d

which has the form

h(t) = |a| exp
∫ t

0

Λ(τ)dτ Θ(t) , (4.60)

where |Θ(t)| = 1 for all t ∈ R, Θ(0) = a/|a|, and

Λ(t) = <
(
R(t)Θ(t),Θ(t)

)
+ Λ1(t) (4.61)

where Λ1 satisfies the estimate

‖Λ1‖L1(t,t+1) ≤ cb0κp′1
(t)

∫
R
µ̃ω(t, τ)κp1(τ)dτ , (4.62)

where p′1 and p1 are the same as in Lemma 4.7. Furthermore,

‖Θ′‖L1(t,t+1) ≤ C℘(t) , (4.63)

where Θ′(t) = dΘ(t)/dt and

℘(t) = κ1(t) + b0κp′1
(t)

∫
R
µ̃ω(t, τ)κp1(τ)dτ . (4.64)

Proof. It suffices to prove the assertion for vectors a with |a| = 1. Let us first prove
the existence of a solution h subject to the estimate

|h(t)| ≤ C exp c1
∣∣∣ ∫ t

0

℘(τ)dτ
∣∣∣ (4.65)

with some positive constants c1 and C. In order to construct a solution we shall
use the following iterative procedure: h0(t) = a, and

hk+1 = a +
∫ t

0

(R(τ)hk(τ) + (Mhk)(τ))dτ

for k = 0, 1, . . . We introduce the Banach space B℘ which consists of measurable
vector functions h = (h1, . . . , hd) on R with the norm

‖h‖B℘
= sup

t∈R

(
exp

(
− c1

∣∣∣ ∫ t

0

℘(τ)dτ
∣∣∣)‖h‖L∞(t,t+1)

)
,

where the constant c1 will be chosen later. Let us show that the sequence {hk}∞k=0

is convergent in B℘ if c1 is sufficiently large. Using (4.43) we obtain |R(t)| ≤ cκ1(t),
where κs is defined by (4.56). By the last estimate and by (4.53)

‖hk+1 − hk‖L∞(t,t+1) ≤ c2

∫ t

−1

℘(τ)‖hk+1 − hk‖L∞(τ,τ+1)dτ (4.66)

for t ≥ 0 and

‖hk+1 − hk‖L∞(t,t+1) ≤ c2

∫ 0

t−1

℘(τ)‖hk+1 − hk‖L∞(τ,τ+1)dτ

for t ≤ 0. Let t ≥ 0. Then (4.66) implies

‖hk+1 − hk‖B℘ ≤
c2
c1
‖hk − hk−1‖B℘ . (4.67)

Analogously, for t ≤ 0 we have

‖hk+1 − hk‖B℘
≤ c2
c1

sup
t≤0

ec1
R t

t−1 ℘(τ)dτ‖hk − hk−1‖B℘
. (4.68)
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By (2.16) and b0 ≥ 1, the function ℘ does not exceed ω0 times a constant. There-
fore, we can choose c1 sufficiently large and ω0 sufficiently small so that the con-
stants in the right-head sides in (4.67) and (4.68) are less than 1. This guarantees
the convergence of {hk}∞k=0 to h ∈ B℘. Clearly this vector function satisfies the
equation

h = a +
∫ t

0

(R(τ)h(τ) + (Mh)(τ))dτ ,

which is equivalent to (4.58).
We define q(t) = |h(t)| and Θ(t) = h(t)/q(t). We note that by Lemma 4.8 the

function q is positive for all t. Multiplying equation (4.58) by Θ(t) and taking the
real part we obtain

dq

dt
(t)− a(t)q(t)− (Msq)(t) = 0 , (4.69)

where

a(t) = <(R(t)Θ(t),Θ(t)) and (Msq)(t) = <(M(Θq)(t),Θ(t)) . (4.70)

¿From (4.53) it follows that

‖Msq‖L1(t,t+1) ≤ cb0κp′1
(t)

∫
R
µ̃ω(t, τ)κp1(τ)‖q‖L∞(t,t+1)dτ . (4.71)

Let us show that

q(t) = exp
∫ t

0

Λ(τ)dτ , (4.72)

where Λ is a measurable function satisfying estimate (4.62). We shall consider (4.69)
as an equation with respect to q only, supposing Θ be fixed. Making substitution
q(t) = exp

( ∫ t

0
a(τ)dτ

)
z(t) we arrive at the equation

dz

dt
(t)− (M2z)(t) = 0 , (4.73)

where (M2z)(t) = (Ms)τ→t(exp
( ∫ τ

t
a(τ)dτ

)
z(τ)). One can check directly that

the operator M2 also satisfies the estimate (4.71), possibly with another constant
c0 in definition (4.22) of the function µ. Equation (4.73) has the form (173) in [4],
but the operator M2 is estimated in different norms. Therefore the representation
z(t) = exp

( ∫ t

0
Λ1(τ)dτ

)
with Λ1 subject to (4.62) follows actually from [4, Lemma

13] if one makes there evident changes caused by the only available L1-estimate for
M2.

It remains to prove (4.63). Expressing h′ from (4.58) and using (4.60) and (4.53)
for estimating the second and the third terms in the left-hand side of (4.58) we arrive
at

‖h′‖L1(t,t+1) ≤ |a|C℘(t) exp
∫ t

0

Λ(τ)dτ ,

From representation (4.60) and this estimate we derive (4.63). The proof is com-
plete. �
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4.6. Solutions to the homogeneous system (3.41). Using (4.41), (4.70) and
(4.35) we can represent the operator Ms in (4.69) as

Ms(q)(t) = <〈(N(t)−N(0)(t))
d∑

j=1

ΘjΦ̂j ,
d∑

k=1

ΘkΨk〉q + emt<〈N(t)v̂,
d∑

k=1

ΘkΨk〉 ,

(4.74)
where the vector function v satisfies (4.15) with F = 0 and û = e−mt

∑d
j=1 ΘjΦ̂jq.

Let a ∈ C and |a| = 1. We denote by h the unique solution of (4.58) having the
form (4.60). Then q(t) := |h(t)| = exp

∫ t

0
Λ(τ)dτ and this function satisfies (4.69).

We represent the vector function v as

v = exp
(
−mt+

∫ t

0

Λ(τ)dτ
)

V(t) . (4.75)

Inserting these q and v into (4.58) and using (4.74) we arrive at

Λ(t)− a(t)− b(t,Λ) = 0 , (4.76)

where a is given by (4.70) and

b(t,Λ) = <〈(N(t)−N(0)(t))
d∑

j=1

ΘjΦ̂j ,

d∑
k=1

ΘkΨ̂k〉+ <〈N(t)V̂,
d∑

k=1

ΘkΨ̂k〉 (4.77)

with V satisfying

(IDt + A + im− iΛ)V − (I − P)NV̂ =
d∑

j=1

(I − P)ΘjNΦ̂j on R. (4.78)

Using estimate (4.24) for the function v and observing that v satisfies (4.21) with

F = exp
(
−mt+

∫ t

0

Λ(τ)dτ
) d∑

j=1

ΘjNΦ̂j ,

we arrive at the following estimate for V:

‖V̂‖T̂p1 (t,t+1) + ‖V‖Tp(t,t+1) ≤ cb0

d∑
j=1

∫
R
µ̃ω(t, τ)‖NΦ̂j‖Yp1 (τ,τ+1)dτ .

This together with (4.54) gives the estimate

‖V̂‖T̂p1 (t,t+1) + ‖V‖Tp(t,t+1) ≤ cb0

∫
R
µω(t, τ)κp1(τ)dτ , (4.79)

where µ̃ω is given by (4.50) and (4.22) possibly with a larger constant c0. Here we
used the inequalities |Λ(τ)| ≤ c℘(τ) ≤ cω(τ).

Now we are in position to formulate and prove an assertion about solutions to
(4.1) subject to (4.2).

Lemma 4.10. Let U ∈ Tp,loc(R) be a solution to system (4.1) subject to (4.2).
Then

U(t) = c exp
(
−mt+

∫ t

0

Λ(τ)dτ
) ( d∑

j=1

ΘjΦj + V
)
, (4.80)

where c is a constant, the function Λ(t) admits representation (4.61), where Λ1

satisfies (4.62), the vector function Θ subject to |Θ(t)| = 1 and (4.63), and the
function V ∈ Tp,loc(R) satisfies equation (4.78) and estimate (4.79).
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Proof. By (4.13) and (4.39) we obtain

U = e−mt
d∑

j=1

hj(t)Φj + v . (4.81)

Using (4.60) together with (4.75) we arrive at the representation (4.80) with V
solving equation (4.78) and satisfying estimate (4.79). The proof is complete. �

Let us denote by Λ+(t) and Λ−(t) the largest and the least eigenvalue of the
matrix <R. We finish this section by the following two-side estimates for Λ.

Lemma 4.11. (i) The function Λ satisfies the estimates

Λ−(t)− c1℘0(t) ≤ Λ(t) ≤ Λ+(t) + c2℘0(t) , (4.82)

where
℘0(t) = b0κp′1

(t)
∫

R
µ̃ω(t, τ)κp1(τ)dτ . (4.83)

(ii) Furthermore, if (2.17) is fulfilled with a sufficiently small ω0 depending on
m, n, p, γ and L then∫ b

a

Λ(τ)dτ ≤
∫ b

a

Λ+(τ)dτ + c

∫ b

a

κ2
2(τ)dτ + cω2

0 (4.84)

and ∫ b

a

Λ(τ)dτ ≥
∫ b

a

Λ−(τ)dτ − c

∫ b

a

κ2
2(τ)dτ − cω2

0 (4.85)

for a < b.

Proof. (i) The inequalities (4.82) are a direct consequence of (4.61), (4.62) and the
definition of Λ±.

(ii) Let

℘2(t) = κ2(t)
∫

R
µ̃ω(t, τ)κ2(τ)dτ .

We have∫ b

a

℘2(τ)dτ ≤ c
( ∫ b

a

κ2(τ)
∫ b

a

µ̃ω(τ, s)κ2(s)ds dτ

+
∫ b

a

κ2(τ)
( ∫ a

−∞
+

∫ ∞

b

)
µ̃ω(τ, s)κ2(s)ds dτ

)
.

(4.86)

The first double integral in the right-hand side is estimated by

c

∫ b

a

κ2
2(τ)dτ.

Since µ̃ω(τ, s) ≤ cµ̃ω(τ, z)µ̃ω(z, s) if τ ≤ z ≤ s or τ ≥ z ≥ s and since κ(τ) ≤ cω0,
we estimate the second term in (4.86) by

cω0

∫ b

a

(µ̃ω(τ, a) + µ̃ω(τ, b))κ2(τ)dτ,

which is less than cω2
0 . Therefore∫ b

a

℘2(τ)dτ ≤ c
( ∫ b

a

κ2
2(τ)dτ + cω2

0

)
(4.87)

This along with (4.82) proves (4.84) and (4.85). �



38 V. KOZLOV EJDE-2006/10

Remark 4.12. An analog of estimate (4.87) for the function (4.83) is∫ b

a

℘0(τ)dτ ≤ cb0 ‖κp′1
‖

Lp′1 (a,b)
‖κp1‖Lp1 (a,b) + cω2

0 , (4.88)

where ω0 is the same constant as in (H3) and (2.16). The proof is similar to that
of (4.87).

4.7. A solvability result for equation (2.52). In what follows we need the fol-
lowing analog of Proposition 2.10(i) for equation (2.52)

Proposition 4.13. Let (H1)–(H3) be fulfilled and let f ∈ (W−m,p1
loc (Rn

+ \ O))d be
subject to ∫ 1

0

ρmeC
R 1

ρ
Ω(y) dy

y M−m
p1

(f ;Kρ/e,ρ)
dρ

ρ

+
∫ ∞

1

ρm−1eC
R ρ
1 Ω(y) dy

y M−m
p1

(f : Kρ/e,ρ)
dρ

ρ
<∞ ,

(4.89)

with sufficiently large C. Then there exists a solution u ∈ (W̊m,p1
loc (Rn

+ \ O))d of
(2.52) satisfying

Mm
p1

(u;Kr/e,r) ≤ cb0

( ∫ r

0

rmρmeC
R r

ρ
Ω(y) dy

y M−m
p1

(f ;Kρ/e,ρ)
dρ

ρ

+
∫ ∞

r

rm+1ρm−1eC
R ρ

r
Ω(y) dy

y M−m
p1

(f ;Kρ/e,ρ)
dρ

ρ

)
.

(4.90)

Estimate (4.90) implies

Mm
p (u;Kr/e,r) =

{
o(rme−C

R 1
r

Ω(s) ds
s ) if r → 0

o(rm+1e−C
R r
1 Ω(s) ds

s ) if r →∞.
(4.91)

The solution u ∈ (W̊m,p
loc (Rn

+ \ O))d of problem (2.52) subject to (4.91) is unique.

Proof. Using the reduction to the first order system (3.41) from Section 3.2, we
arrive at (3.41) for the vector function (3.26)–(3.28) with the right hand side given
by (3.42)–(3.44). Inequality (4.89) implies∫

R
e−mτgω(0, τ)‖F‖Yp1 (τ,τ+1)dτ <∞,

where

gω(t, τ) = ce−(t−s)+C
R t

s
ω(z)dz for t ≥ s and gω(t, s) = ceC

R s
t

ω(z)dz for t < s.

Relation (4.91) takes the form

‖U‖Tp(t,t+1) =

o
(
e(−m)t−C

R t
0 ω(s)ds

)
as t→ +∞

o
(
e−(m+1)t−c0

R 0
t

ω(s)ds
)

as t→ −∞.
(4.92)

Furthermore, we shall use the spectral splitting

U = e−mt
d∑

j=1

hj(t)Φj + v(t),

where h = (h1, . . . , hd) satisfies (4.40) and v solves (4.15).
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(1). Solvability of equation (4.40). We solve equation (4.40) by using the iterative
procedure

∂thk+1(t)−R(t)hk+1(t) = (Mhk)(t) + g (4.93)

for k = 0, 1, . . . and h0 = 0. Here g = (g1, . . . , gd) is defined by (4.42). The
ordinary differential equations ∂th(t)−R(t)h(t) = f(t) will be solved as

h(t) = −
∫ ∞

t

G(τ, t)f(τ)dτ,

where G(t, τ) is the Green matrix, which satisfies the estimate

|G(τ, t)| ≤ ce
R τ

t
|R(s)|ds

Using the estimate
∫ t+1

t
|R(s)|ds ≤ c1ω(t) and (4.53), we obtain

‖hk+1 − hk‖L∞(t,t+1)

≤ c

∫ ∞

t−1

ec1
R τ

t
ω(s)dsκp′1

(τ)
∫

R
µ̃ω(τ, s)κp1‖hk − hk−1‖L∞(s,s+1)ds dτ,

which implies

‖hk+1 − hk‖L∞(t,t+1) ≤ cω0

∫
R
g1(t, s)ω(s)‖hk − hk−1‖L∞(s,s+1)ds,

where
g1(t, s) = e−(t−s)+c0

R t
s

ω(z)dz

for t ≥ s and
g1(t, s) = ec1

R s
t

ω(z)dz

for t < s. We put

g2(t, τ) =
∞∑

j=0

(cω0)j

∫
Rj

g1(t, τ1)ω(τ1) . . . g1(τj , τ)dτ1 . . . dτj .

Then
∞∑

k=0

‖hk+1 − hk‖L∞(t,t+1) ≤ c

∫
R
g2(τ, s)‖h1‖L∞(s,s+1)ds

Furthermore, one can check that g2 is estimated by the Green function of the second
order operator −∂t(∂t +1)− c2ω(t) and therefore g2(t, τ) ≤ cgω(t, τ). This leads to
convergence of {hk} in L∞loc and to the estimate for the function h:

‖h‖L∞(t,t+1) ≤ c

∫
R
gω(τ, s)‖F‖Yp1 (s,s+1)ds . (4.94)

By (4.51) we obtain also that

‖h′‖Lp1 (t,t+1) ≤ c

∫
R
gω(τ, s)‖F‖Yp1 (s,s+1)ds . (4.95)

(2). Solvability of (4.15). Using (4.94) and (4.95) together with estimate (4.25)
we arrive at

‖v̂‖T̂p1 (t,t+1) ≤ cb0

∫
R
gω(τ, s)‖F‖Yp1 (s,s+1)ds. (4.96)

Estimates (4.94), (4.95) together with (4.96) lead to (4.90). Uniqueness result
follows from the uniqueness results from Proposition 4.6 and Lemma 4.8. �
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5. Proofs of the main results and their corollaries

5.1. Solutions to the homogeneous equation (3.23). Here we describe solu-
tions to the homogeneous equation (3.23).

Lemma 5.1. Let u ∈ W̊m,p
loc (Π) be a solution to equation (3.23) with fj = 0,

j = 0, . . . ,m, subject to

‖u‖W m,p(Πt) =

 o
(
e(n−m)t−c0

R t
0 ω(s)ds

)
as t→ +∞

o
(
e−(m+1)t−c0

R 0
t

ω(s)ds
)

as t→ −∞.
(5.1)

Then u ∈ W̊m,p1
loc (Π) and

Dk
t u(t) = J(u) exp

(
−mt+

∫ t

0

Λ(τ)dτ
) ( d∑

j=1

Θjφj(im)k + wk

)
(5.2)

for k = 0, 1, . . . ,m, where Λ and Θ are the same functions as in Lemma 4.10, and
the function wk belongs to Lp1

loc(R; W̊m−k,p1(Sn−1
+ )) and satisfies the estimate

‖wk‖Lp1 (t,t+1;W m−k,p1 (Sn−1
+ )) + ‖∂twk‖Lp1 (t,t+1;W m−k−1,p1 (Sn−1

+ ))

≤ Cb0

∫
R
µω(t, τ)κp1(τ)dτ

(5.3)

for k = 0, 1, . . . ,m−1, where κs is given by (4.8). The remainder wm satisfies also
(5.3) with k = m but without the second term in the left-hand side. The constant
J(u) in (5.2) admits the estimates

c1‖u‖L2(Πt0 ) ≤ |J(u)| exp
(
−mt0 +

∫ t0

0

Λ(τ)dτ
)
≤ c2‖u‖L2(Πt0 ) (5.4)

for every real number t0. The dimension of the space of such solutions is equal to
d.

Proof. Using the reduction of (3.23) to the first order system (3.41), described in
Section 3.2, we arrive at (4.1) for the vector function U defined by (3.26)–(3.28).
Moreover, U satisfies (4.2) because of (5.1). By Lemma 4.10 the vector function
U admits representation (4.80). Using (4.80), (3.62) and (3.26) we obtain (5.2) for
k = 1, . . . ,m− 1 with wk = Vk and estimate (5.3) follows from (4.79). By (3.31),
(3.35) and (4.80) we obtain

Dm
t u = c exp

(
−mt+

∫ t

0

Λ(τ)dτ
) ( d∑

j=1

ΘjS ′(t)Φ̂j + S ′(t)V̂
)
.

Using (3.32) and the definition of Φj we get

S ′(t)Φ̂j = (im)mφj + (A00 −N00(t))−1N0(t, im)φj ,

which gives (5.2) with k = m and

wm(t) = S ′(t)V̂ +
d∑

j=1

Θj(A00 −N00(t))−1N0(t, im)φj . (5.5)

By (3.36) and (4.79)

‖S ′V̂‖Lp1 (Πt) ≤ cb0

∫
R
µ̃ω(t, τ)κp1(τ)dτ .
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Using (3.20), (3.21) and that φj = θm
n ej we obtain

‖
d∑

j=1

Θj(A00 −N00(t))−1N0(t, im)φj‖Lp1 (Πt)

≤ c
∑
|α|=m

∑
|β|≤m

‖Nαβθ
m−|β|
n ‖Lp1 (Πt) ≤ cκp1 .

Using the last two estimates and (5.5) we arrive at (5.3) for k = m without the
second term in the left-hand side.

To obtain estimate (5.4) we calculate the L2(Πt0) norms of the left-hand and
right-hand sides in (5.2) with k = 0. We have

|J(u)| exp
(
−mt0 +

∫ t0

0

Λ(τ)dτ
)(
‖

d∑
j=1

Θjφj‖L2(Πt0 ) − ‖w0‖L2(Πt0 )

)
≤ c‖u‖L2(Πt0 ) .

One can check that

‖
d∑

j=1

Θjφj‖L2(Πt0 ) ≥ c1.

Furthermore,

‖w0‖L2(Πt0 ) ≤ Cω0

∫
R
µω(t, τ)dτ ≤ c2ω0

because of (5.3) and (2.16). Therefore,

|J(u)| exp
(
−mt0 +

∫ t0

0

Λ(τ)dτ
)
(c1 − c2ω0) ≤ c‖u‖L2(Πt0 ),

which implies the left-hand side estimate in (5.4) provided ω0 is sufficiently small.
The right-hand side estimate in (5.4) is proved analogously. �

Corollary 5.2. Let u ∈ W̊m,p
loc (Π) be a solution to equation (3.23) subject to (5.1).

Then for every t0

c1‖u‖L2(Πt0 ) ≤ ‖u‖W m,p(Πt) exp
(
m(t− t0)−

∫ t

t0

Λ(τ)dτ
)
≤ c2‖u‖L2(Πt0 ). (5.6)

Proof. By (5.2) the norm ‖u‖W m,p(Πt) is estimated from below by

|J(u)| exp
(
−mt+

∫ t

0

Λ(τ)dτ
)(
‖φ‖W m,p(Πt) −

m∑
k=0

‖wk‖Lp(t,t+1;W m−k,p(Sn−1
+ ))

)
,

where φ(θ) = θm
n . Since ‖φj‖W m,p(Πt) ≥ c1 and

m∑
k=0

‖wk‖Lp(t,t+1;W m−k,p(Sn−1
+ )) ≤ c2ω0,

which follows from (5.3) and (2.16), we arrive at the left-hand side inequality in
(5.6) by using (5.4). The right-hand inequality in (5.6) is proved analogously.
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5.2. Proof of Theorem 2.3. Let u ∈ (W̊m,p
loc (Rn

+ \ O))d be a solution of the
equation L(x,Dx)u = 0 on Rn

+ \ O subject to (2.23) and (2.24). In the variables
t and θ, defined by (3.1), the function u belongs to (W̊m,p

loc (Π))d, satisfies (3.23)
with fj = 0, j = 0, . . . ,m, and is subject to (5.1) because of (2.23) and (2.24).
Therefore, by Lemma 5.1 u admits representation (5.2), which implies (2.25) with
δ = e−t0 ,

Υ(ρ) = Λ
(
log ρ−1

)
, q(r) = Θ

(
log r−1

)
, JZ = J(u) exp

( ∫ t0

0

Λ(τ)dτ
)

and
vk(x) = vk(rθ) = wk

(
θ, log r−1

)
.

Using definition (4.43) of the matrix R together with the definitions of the vector
functions ϕj and ψk we have

Rkj(t) = m!
m∑

q=0

∫
Sn−1

+

(
Nq(t,Dt)(e−mtθm

n ej), D
m−q
t (e(2m−n)tEk(e−tθ))

)
dθ .

By (3.22)

Rkj(log r−1) = m!rn

∫
Sn−1

+

∑
|α|,|β|≤m

(
Nαβ(x)Dβ

x(xm
n ej), Dα

xEk(x)
)
dθ .

Therefore, R(r) = <R(log r−1) and representation (2.26) follows from (4.61) if we
take Υ1(ρ) = Λ1(log ρ−1). Since

χ(r) = ℘0(log r−1), (5.7)

where ℘0 is introduced by (4.83), estimate (2.27) follows from (4.63) and (4.62), and
(2.30) and (2.29) follow from (5.3) and (5.4) respectively. The proof is complete.

5.3. Proof of Theorem 2.4. We introduce a smooth function ηδ = ηδ(r), which
is equal to 1 in a neighborhood of (0, δ/2] and equal to 0 for r > 2δ/3. We can
choose ηδ such that |dkηδ(r)/drk| ≤ Ckδ

−k. Let ζδ be another smooth function,
which is equal to 1 in a neighborhood of [δ/2, 2δ/3] and is zero outside the interval
(δ/3, 3δ/4). We can suppose that |dkζδ(r)/drk| ≤ Ckδ

−k. We set uδ = ηδu. Then
uδ satisfies

L(x,Dx)uδ =
∑

|α|,|β|≤m

Dα
x

(
Lαβ(x)(Dβ

xηδζδu− ηδD
β
xζδu)

)
+

∑
|α|,|β|≤m

(Dα
xηδ − ηδD

α
x )

(
Lαβ(x)Dβ

xζδu
)
.

(5.8)

If we denote the functional corresponding to the left-hand side in (5.8) by f then
it is supported by δ/2 ≤ |x| ≤ 2δ/3 and, by Sobolev imbedding theorem and by
(2.11),

M−m
p2

(f ;Kr/e,r) ≤ cδ−2mMm
p (ζδu;Kr/e,r),

where p1 = min(2n/(n − 2), p) if n > 2 and p1 = p if n = 2. We can verify that
all requirements of Proposition T4.2zzZ are fulfilled and therefore there exists a
solution v ∈ (W̊m,p1

loc (Rn
+ \ O))d of problem (2.1), (2.2) satisfying estimate (4.90),

which takes, in our case, the form

Mm
p1

(v;Kr/e,r) ≤ cb0

(r
δ

)m+1

eC
R δ

r
Ω(s) ds

s Mm
p1

(u;Kδ/4,δ) (5.9)
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for r ≤ δ and

Mm
p1

(v;Kr/e,r) ≤ cb0

(r
δ

)m

eC
R r

δ
Ω(s) ds

s Mm
p1

(u;Kδ/4,δ) (5.10)

for r > δ. The function Z = uδ − v satisfies all conditions of Theorem 2.3 and
hence, admits representation (2.25). Thus we arrive at representation (2.32) with
w = v + (1− ηδ)u and estimate (2.34) follows from (5.9).

In order to prove (2.33) we observe that

M0
2(Z;Kδ/e,δ) ≤ M0

2(uδ;Kδ/e,δ) + M0
2(v;Kδ/e,δ)

and using (5.9) we obtain

M0
2(Z;Kδ/e,δ) ≤ cb0M

m
p (u;Kδ/4,δ).

Using this estimate together with the right-hand inequality in (2.29), we arrive at
(2.33). This completes the proof of Theorem 2.4. �

5.4. Proof of Corollaries 2.5 and 2.6.

Proof of Corollaries 2.5. As it was noted in Remark 2.2 under assumption (2.17)
all conditions H1–H3 are satisfied with p1 = p as well as with p1 = p = 2 and
b0 = 1 provided ω0 is sufficiently small. Inclusion Z ∈ (W̊m,2

loc (Rn
+ \ O))d together

with (2.18) implies Z ∈ (W̊m,p
loc (Rn

+ \ O))d as well as (2.23) and (2.24). Thus we
can apply Theorem 2.3. Choosing in (2.28) p1 = p = 2 we arrive at (2.27) with χ
given by (2.35). The required estimate for vk follows from (2.30) if we take there
p1 = p. �

Corollaries 2.6 is proved similarly. The only new element here is that first we
obtained (2.36) and (2.37) with Mm

p1
(u;Kδ/8,δ/2) instead of Mm

2 (u;Kδ/16,δ) but
using the local estimate for u we arrive at the required estimates.

5.5. Proof of Corollary 2.7. To prove this assertion we use Corollary 2.5. In our
case p1 = p, b0 = 1 and κp(r) ≤ cω0. Therefore from the asymptotic representation
(2.25) we derive the estimates

c1|JZ |rm exp
( ∫ 1

r

Υ(ρ)
dρ

ρ

)
≤ Mm

p (Z;Kr/e,r)

≤ c2|JZ |rm exp
( ∫ 1

r

Υ(ρ)
dρ

ρ

)
.

Using (2.29) for estimating the constant JZ we obtain

C1J(Z)
(r
δ

)m

exp
( ∫ δ

r

Υ(ρ)
dρ

ρ

)
≤ Mm

p (Z;Kr/e,r)

≤ C2J(Z)
(r
δ

)m

exp
( ∫ δ

r

Υ(ρ)
dρ

ρ

)
.

(5.11)

Since Υ(ρ) = Λ
(
log ρ−1

)
and Υ±(ρ) = Λ±

(
log ρ−1

)
, estimates (2.38) follows from

(4.84), (4.85) and (5.11).
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5.6. Proof of Corollary 2.8. Here we apply Corollary 2.6 for proving this asser-
tion. Since

r

δ
exp

(
C

∫ δ

r

Ω(s)
ds

s

)
≤ c exp

( ∫ δ

r

(Υ+(ρ) + cν(ρ))
dρ

ρ

)
,

estimate (2.37) for the remainder w in (2.32) implies

Mm
p (w;Kr/e,r) ≤ cMm

2 (u;Kδ/16,δ)
(r
δ

)m

exp
( ∫ δ

r

(Υ+(ρ) + cν(ρ))
dρ

ρ

)
. (5.12)

Using the right-hand inequality in (2.38) and this estimate, we obtain

Mm
p (u;Kr/e,r) ≤ c

(
Mm

2 (u;Kδ/16,δ) + M0
2(Z;Kδ/e,δ)

)(r
δ

)m

× exp
( ∫ δ

r

(Υ+(ρ) + cν(ρ))
dρ

ρ

)
.

(5.13)

Since
M0

2(Z;Kδ/e,δ) ≤ M0
2(u;Kδ/e,δ) + M0

2(w;Kδ/e,δ),
we apply (5.12) to estimate the last term and obtain

M0
2(w;Kδ/e,δ) ≤ cMm

2 (u;Kδ/16,δ).

This along with (5.13) proves (2.40).

5.7. Proof of Corollary2.9. (1) Existence of p1 and validity of (H2). Let us
show first that there exists p1 > 2, depending on m, n, γ and L such that the
following local estimate is valid: if u ∈ W̊m,2

loc (K) solves problem (2.1), (2.2) with
f ∈W−m,p1

loc (K), then u ∈ W̊m,p1
loc (K) and

Mm
p1

(u;Kr/e,r) ≤ b0
(
r2mM−m

p1
(f ;Kr/e2,er) + Mm

2 (u;Kr/e2,er)
)
, (5.14)

where b0 is a constant depending on m, n, γ and L. We note that this is (H2)
condition with p = 2.

Indeed, consider the operator

L : (W̊m,p(Rn
+))d → (W̊−m,p(Rn

+))d with p ∈ [q′, q], (5.15)

where q > 2 and q′ = q/(q−1). The norm of this operator is bounded by a constant
depending on the constants γ, m, n and q. By (2.9) this operator has inverse for
p = 2 with the norm which depends on the same constants. Using Shneiberg result
[11] (see also [6] and references there), we conclude that there exist constants p1 > 2
and C depending on γ, m, n and q, such that the operator (5.15) is invertible for
p ∈ [p′1, p1] and the norms of inverse operators are bounded by C.

Let η = η(τ) be a smooth function on (0,∞) such that η(τ) = 1 for τ ∈ [e−1, 1]
and η(τ) = 0 outside [e−2, e]. Let also ηr(τ) = η(τ/r). Then L(ηru) = ηrf+(Lηr−
ηrL)u. Using that the operator (5.15) is isomorphism for p1 ∈ [p′2, p2] we obtain

‖ηru‖W̊ m,p1 (Rn
+) ≤ c(‖ηrf‖W−m,p1 (Rn

+) + ‖(Lηr − ηrL)u‖W−m,p1 (Rn
+)).

This estimate together with Sobolev’s imbedding theorem implies (5.14).
(2) Validity of (H3). From (2.42) it follows that κ1(r) → 0 as r → 0. This

together with boundedness of κ implies (H3) because of (2.14).
(3) Application of Theorem 2.4. Since (H1)–(H3) are valid we can apply to

solution u Theorem 2.4 and we obtain the asymptotic representation (2.32) with Z
satisfying (2.25) and w subject to (2.34). The first inequality in (2.27) implies that
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the vector function q(r) has a limit as r → 0 because of (2.42), which we denote
by q0. Let us show that the integral∫ δ

r

Υ(ρ)
dρ

ρ

has a limit as r → 0. Using the definition (1.8) of R(ρ), we check that

|(R(ρ)q(ρ),q(ρ))| ≤ c

∫
Sn−1

+

κ(y)dθ (5.16)

where ρ = |y| and θ = y/|y|. From (4.88) and the definition (2.35) of the function
χ, it follows∫ δ

0

|χ(ρ)|dρ
ρ
≤ c

( ∫ δ

0

κ
p′1
p′1

(ρ)
dρ

ρ

)1/p′1
( ∫ δ

0

κp1
p1

(ρ)
dρ

ρ

)1/p1

+ cω2
0

≤ C

∫ δ

0

κ1(ρ)
dρ

ρ
+ cω2

0 .

(5.17)

Therefore, ∫ δ

0

|Υ(ρ)|dρ
ρ
<∞

because of (2.42), and consequently,∫ δ

r

Υ(ρ)
dρ

ρ
= C −

∫ r

0

Υ(ρ)
dρ

ρ
, (5.18)

where the last integral is absolutely convergent and, hence, is o(1) as r → 0. This
leads to

exp
( ∫ δ

r

Υ(ρ)
dρ

ρ

)
= C1 + o(1) as r → 0. (5.19)

We put v = u− cxm
n , where c = JZC1q0 and JZ is the constant in (2.25). Due

to (2.34) in order to show that v satisfies (2.43) it suffices to show that Z − cxm
n

satisfies (2.43). By (2.25) we have

(r∂r)k(Z − cxm
n ) = JZm

kxm
n

(
exp

( ∫ δ

r

Υ(ρ)
dρ

ρ

)
q(r)− C1q0

)
+ JZr

mvk(x) .

By (2.30), q(r) → q0 as r → 0 and by (5.19) this implies (2.43).
Now the result follows from Corollary 2.4 and from the asymptotic representation

(2.25) for the first term in the right-hand side in (2.32).
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