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# FRACTIONAL POWER FUNCTION SPACES ASSOCIATED TO REGULAR STURM-LIOUVILLE PROBLEMS 

SOFIANE EL-HADI MIRI


#### Abstract

Using spectral properties of the regular Sturm-Liouville problems, we construct a collection of abstract function spaces. Then we find the smallest index for which these spaces are mapped continuously in to the space of continuous functions. We also give some applications of these spaces for variational methods.


## 1. Introduction

Taking Sobolev spaces as models, we construct functional spaces, using SturmLiouville differential operators as a starting point in place of weak derivatives. The choice of these particular differential operators is due to their "good" spectral qualities. After giving some properties of this spaces, we will compare them with the space of continuous functions with the goal for obtaining an optimal index.

The principal arguments used here are the asymptotic behaviour of the eigenvalues and eigenfunctions associated to Sturm-Liouville problems, and the fact that the eigenvalues $\lambda_{n}$ of regular Sturm-Liouville problems have the asymptotic behaviour $O\left(n^{2}\right)$, which is not necessarily the case for non-regular problems.

We conclude by presenting some applications of these spaces for using variational methods to solve boundary value problems.

## 2. Preliminaries

Definition 2.1. We call "regular Sturm-Liouville problem", a differential equation of the form

$$
\begin{equation*}
\frac{d}{d x}\left[p(x) \frac{d}{d x} y(x)\right] \pm q(x) y(x)+\lambda \rho(x) y(x)=0 \tag{2.1}
\end{equation*}
$$

associated with the boundary conditions

$$
\begin{align*}
a_{0} y(a)+a_{1} y^{\prime}(a) & =0  \tag{2.2}\\
b_{0} y(b)+b_{1} y^{\prime}(b) & =0
\end{align*}
$$

where $a, b, a_{0}, b_{0}, a_{1}, b_{1}$ are finite real numbers, $p$ is a $C^{1}$ strictly positive function over $[a, b], q$ is a continuous function over $[a, b]$, and $\rho$ is a continuous strictly positive function on $[a, b]$.

[^0]Theorem 2.2. Consider the regular Sturm-Liouville problem

$$
\begin{gather*}
\frac{d}{d x}\left[p(x) \frac{d}{d x} y(x)\right] \pm q(x) y(x)+\lambda \rho(x) y(x)=0 \\
a_{0} y(a)+a_{1} y^{\prime}(a)=0  \tag{2.3}\\
b_{0} y(b)+b_{1} y^{\prime}(b)=0
\end{gather*}
$$

Then:
(i) Problem 2.3 admits a denumerable sequence $\left\{\lambda_{n}\right\}_{n \in \mathbb{N}^{*}}$ of real and simple eigenvalues, which can be ordered $\left|\lambda_{1}\right|<\left|\lambda_{2}\right|<\cdots<\left|\lambda_{n}\right|<\ldots$
(ii) The eigenfunctions $\left\{\phi_{n}\right\}_{n}$ corresponding to the eigenvalues $\left\{\lambda_{n}\right\}_{n}$, are such that: for all $i \neq j, \int_{a}^{b} \phi_{i}(x) \phi_{j}(x) \rho(x) d x=0$, we say that they are orthogonal in $L_{\rho}^{2}((a, b))$ (by $L_{\rho}^{2}((a, b))$ we mean $L^{2}((a, b))$ weighted by $\left.\rho(x)\right)$.
(iii) The eigenfunctions $\left\{\phi_{n}\right\}_{n}$ form an orthogonal (orthonormal) basis of the Hilbert space $L_{\rho}^{2}((a, b))$.
We will assume that $\left\{\phi_{n}\right\}_{n}$ to be orthonormal.
Liouville transformation. Consider the regular Sturm-Liouville operator

$$
l=\frac{d}{d x}\left[p(x) \frac{d y}{d x}(x)\right]+q(x)
$$

under the transformation $T$ defined by

$$
y \mapsto(T y)(x)=\left|s^{\prime}\right|^{1 / 2} y(s(x))
$$

where $s$ is a bijective differentiable function, the operator $l$ becomes

$$
\tilde{l}=\frac{d}{d s}\left[P(s) \frac{d}{d s}\right]+Q(s)
$$

where

$$
\begin{gathered}
P(s)=\left.p(x) s^{\prime}(x)^{2}\right|_{x=x(s)} \\
Q(s)=s^{\prime}(x)^{-1 / 2} \frac{d}{d x}\left[p(x) \frac{d}{d x} s^{\prime}(x)^{1 / 2}\right]+\left.q(x)\right|_{x=x(s)}
\end{gathered}
$$

and $x=x(s)$ is the inverse function of $s(x)$.
We are particularly interested in the case $P(s) \equiv 1$, which gives

$$
p(x) s^{\prime}(x)^{2}=1 \Rightarrow s(x)=\int \sqrt{1 / p(x)} d x
$$

More general, the transformation

$$
u=(p \rho)^{1 / 4} y, \quad t=\int_{0}^{x} \sqrt{\frac{\rho(\tau)}{p(\tau)}} d \tau, \quad c=\int_{0}^{b} \sqrt{\frac{\rho(\tau)}{p(\tau)}} d \tau
$$

applied to

$$
\left(p y^{\prime}\right)^{\prime}-q y+\lambda \rho y=0 \quad \text { on }[0, b]
$$

gives the simpler equation

$$
u^{\prime \prime}-r u+\lambda u=0 \quad \text { on }[0, c]
$$

where $y$ is function of the variable $x, u$ is function of the variable $t$,

$$
r=\left(\frac{\varphi^{\prime \prime}}{\varphi}\right)+\frac{q}{\rho}, \quad \text { and } \quad \varphi=(p \rho)^{1 / 4}
$$

The above transformation is often called Liouville transformation, it allows us to call "regular Sturm-Liouuville problem" every problem of the form

$$
-y^{\prime \prime}+r y=\lambda y
$$

with boundary conditions. This problem is simpler than 2.3).

Asymptotic behaviour of eigenvalues and eigenfunctions. There are many methods to compute the asymptotic behaviour of the eigenvalues of a regular SturmLiouville, probably the most useful one is the Courant-Fisher method. We present here another method using Prüfer transformation [12].

Consider the regular Sturm-Liouville problem

$$
\begin{array}{r}
-y^{\prime \prime}+q y=\lambda y \\
y(0)=y(a)=0
\end{array}
$$

The transformation

$$
\tan \theta=\lambda^{1 / 2} \frac{y}{y^{\prime}}
$$

is called Prüfer transformation. When we differentiate both sides of the above equality, we obtain

$$
\frac{\theta^{\prime}}{\cos ^{2} \theta}=\lambda^{1 / 2} \frac{\left(y^{\prime}\right)^{2}-y y^{\prime \prime}}{\left(y^{\prime}\right)^{2}}=\lambda^{1 / 2}\left(1+(\lambda-q) \frac{y}{\left(y^{\prime}\right)^{2}}\right)=\lambda^{1 / 2}\left(1+(\lambda-q) \lambda^{-1} \tan ^{2} \theta\right)
$$

which gives

$$
\begin{aligned}
\theta^{\prime} & =\cos ^{2} \theta\left(\lambda^{1 / 2}+(\lambda-q) \lambda^{-\frac{1}{2}} \tan ^{2} \theta\right) \\
& =\lambda^{1 / 2} \cos ^{2} \theta+(\lambda-q) \lambda^{-\frac{1}{2}} \sin ^{2} \theta \\
& =\lambda^{1 / 2}-q \lambda^{-\frac{1}{2}} \frac{1-\cos 2 \theta}{2} \\
& =\lambda^{1 / 2}-\frac{1}{2} q \lambda^{-\frac{1}{2}}+\frac{1}{2} q \lambda^{-\frac{1}{2}} \cos 2 \theta .
\end{aligned}
$$

Integrating the last equation between 0 and $a$, we obtain

$$
\theta(a)-\theta(0)=a \lambda^{1 / 2}-\frac{1}{2} \lambda^{-\frac{1}{2}} \int_{0}^{a} q(t) d t+\frac{1}{2} \lambda^{-\frac{1}{2}} \int_{0}^{a} q(t) \cos (2 \theta(t)) d t
$$

Using the boundary conditions, we have

$$
\begin{gathered}
y(0)=0 \Rightarrow \tan \theta(0)=0 \Rightarrow \theta(0)=0 \\
y(a)=0 \Rightarrow \tan \theta(a)=0 \Rightarrow \theta(a)=(n+1) \pi, \quad n \in \mathbb{N} .
\end{gathered}
$$

Therefore,

$$
(n+1) \pi=a \lambda_{n}^{1 / 2}-\frac{1}{2} \lambda_{n}^{-\frac{1}{2}} \int_{0}^{a} q(t) d t+\frac{1}{2} \lambda_{n}^{-\frac{1}{2}} \int_{0}^{a} q(t) \cos (2 \theta(t)) d t
$$

After inversion and using the fact that $\int_{0}^{a} q(t) d t<\infty$, and $\int_{0}^{a} q(t) \cos (2 \theta(t)) d t<\infty$, we obtain the asymptotic behaviour of the eigenvalues

$$
\lambda_{n}=O\left(n^{2}\right)
$$

This result will lead us to find the asymptotic behaviour of the associated eigenfunctions as follows: The solution of the equation $u^{\prime \prime}-q u+\lambda u=0$ which vanishes at 0 will satisfies the integral equation

$$
u(t)=c \sin \sqrt{\lambda} t+\frac{1}{\lambda} \int_{0}^{t} q(\tau) u(\tau) \sin \sqrt{\lambda}(t-\tau) d \tau
$$

where $c$ is an arbitrary constant. The conditions $u(a)=0$, and $\int_{0}^{a} u^{2} d t=1$, give

$$
c=\sqrt{\frac{2}{a}}+O\left(\frac{1}{\sqrt{\lambda}}\right)
$$

and then

$$
u(t)-\sqrt{\frac{2}{a}} \sin \sqrt{\lambda} t=O\left(\frac{1}{\sqrt{\lambda}}\right)
$$

If $\lambda_{n}$ is the $n^{\text {th }}$ eigenvalue of the considered problem, the associated (normalized) eigenfunction is such that

$$
\phi_{n}(t)=\sqrt{\frac{2}{a}} \sin \sqrt{\lambda_{n}} t+O\left(\frac{1}{\sqrt{\lambda_{n}}}\right)
$$

Since $\lambda_{n}=O\left(n^{2}\right)$, we get

$$
\phi_{n}(t)=\sqrt{\frac{2}{a}} \sin \sqrt{\lambda_{n}} t+O\left(\frac{1}{n}\right) .
$$

For more details, we refer the reader to [6], or [12].

## 3. Fractional power spaces associated to Regular Sturm-Liouville PROBLEMS

Let

$$
l y:=-y^{\prime \prime}+r y=\lambda y
$$

with boundary conditions be a regular Sturm-Liouville problem and let $\left\{\lambda_{n}\right\}$ and $\left\{\phi_{n}\right\}$ be as above. Consider a function $f \in L^{2}(a, b)$, so one can write $f=\sum a_{n} \phi_{n}$. Then for $s>0$, we define

$$
l^{s} f=\sum \lambda_{n}^{s} a_{n} \phi_{n}
$$

Without loss of generality, we assume that $\lambda_{n}>1$.
Definition 3.1. Let

$$
\begin{equation*}
l u=\lambda u, \quad \text { on } \Omega=(a, b) \tag{3.1}
\end{equation*}
$$

with boundary conditions be a regular Sturm-Liouville problem, that has $\left\{\lambda_{n}\right\}$ and $\left\{\phi_{n}\right\}$ as eigenvalues and eigenfunctions. For $s>0$, we introduce the functional spaces associated to (3.1):

$$
\begin{aligned}
A^{s} & =\left\{u \in L^{2}(\Omega): l^{s} u \in L^{2}(\Omega)\right\} \\
& =\left\{u=\sum a_{n} \phi_{n}: \sum\left|a_{n}\right|^{2} \lambda_{n}^{2 s}<\infty\right\} .
\end{aligned}
$$

These two sets are equal due to Parseval identity. We call the spaces $A^{s}$ fractional power Sobolev spaces associated to 3.1.

The aim of this paper is to find for what exponents $s>0$ the injection $A^{s} \hookrightarrow$ $C([a, b])$ holds.

Properties of the spaces $A^{s}$. Most of the properties of the spaces $A^{s}$ are deduced from those of $L^{2}$
(1) Let $u=\sum a_{n} \phi_{n}$, and $v=\sum b_{n} \phi_{n}$ be two elements of $A^{s}$. We define the scalar product in $A^{s}$ by

$$
(u, v)_{A^{s}}=\left(l^{s} u, l^{s} v\right)_{L^{2}}=\sum a_{n} b_{n} \lambda_{n}^{2 s}
$$

and corresponding norm by

$$
\|u\|_{A^{s}}^{2}=(u, u)_{A^{s}}=\left(l^{s} u, l^{s} u\right)_{L^{2}}=\sum\left|a_{n}\right|^{2} \lambda_{n}^{2 s}
$$

Note that $A^{s}$ becomes a Hilbert space, and $l^{s}$ defines an isometry from $A^{s}$ to $L^{2}(\Omega)$.
(2) We identify $A^{0}$ with $L^{2}$.
(3) We have continuous injections between the spaces $A^{s}$ as follows: If $0 \leq$ $s_{1} \leq s_{2}$ then $A^{s_{2}} \hookrightarrow A^{s_{1}}$
(4) The space of test functions

$$
\mathcal{D}(\Omega)=\left\{f \in \mathcal{C}^{\infty}(\Omega): \operatorname{supp} f \text { is a compact subset of } \Omega\right\}
$$

is dense in $A^{s}$ for every $s>0$, where $\operatorname{supp} f=\overline{\{x \in \Omega ; f(x) \neq 0\}}$.
(5) We define the space $A^{\infty}$ as $A^{\infty}=\bigcap_{s \in \mathbb{N}} A^{s}$ equipped with the family of semi-norms $\left\{\|u\|_{A^{s}}\right\}_{s \in \mathbb{N}}$ it is a metrisable space with the metric

$$
d(u, v)=\sum_{j=1}^{\infty} 2^{-j} \frac{\|u-v\|_{A^{j}}}{1+\|u-v\|_{A^{j}}}
$$

(6) For negative exponents $s<0$, we define

$$
\begin{aligned}
A^{s} & =\left\{u \in \mathcal{E}^{\prime}(\Omega): l^{s} u \in L^{2}(\Omega)\right\} \\
& =\left\{u=\sum a_{n} \tilde{\phi}_{n}: \sum\left|a_{n}\right|^{2} \lambda_{n}^{2 s}<\infty\right\}
\end{aligned}
$$

where $\mathcal{E}^{\prime}(\Omega)$ is the space of the distribution with compact support; it is the topological dual of the space $\left.\mathcal{C}^{\infty}(\Omega)\right)$. Its elements are defined as follows: $T$ is in $\mathcal{E}^{\prime}(\Omega)$ if there exist $c>0, m \in \mathbb{N}$ and $K$ compact subset of $\Omega$ such that

$$
|\langle T, f\rangle| \leq c \sum_{\alpha \leq m} \sup _{x \in k}\left|\frac{d^{\alpha} f}{d x^{\alpha}}\right| \quad \forall f \in \mathcal{C}^{\infty}(\Omega)
$$

For the justification of this statement, see for example 13 .
Remark 3.2. To make sure that the spaces $A^{s}$ are well defined, we assume that $\lambda_{n}>1$. If (3.1) admits a finite number of negative eigenvalues, we consider the operator $\left(l+\left(1-\lambda_{*}\right)\right)$ instead of $l$, where $\lambda_{*}$ is the smallest eigenvalue of $l$.

If (3.1) admits an infinite number of negative and a finite number of positive eigenvalues, we consider the operator $\left(\left(1+\lambda_{*}\right) I d-l\right)$ in stead of $l$, where $\lambda_{*}$ is the largest positive eigenvalue of $l$.

In this paper, we will not consider the case when (3.1) admits other distribution of eigenvalues, which is the case of some singular periodic problems.
Theorem 3.3. Let $A^{s}$ be as above, then $A^{s} \hookrightarrow C(\bar{\Omega})$ whenever $s>1 / 4$.
Proof. Let $u \in \mathcal{D}(\Omega)$, then $u(x)=\sum_{n \in \mathbb{N}^{*}} a_{n} \phi_{n}(x)$, where

$$
a_{n}=a_{n}(u)=\int_{a}^{b} u(x) \phi_{n}(x) d x=\left(u(x), \phi_{n}(x)\right)_{L^{2}}
$$

Using integration by parts, we obtain

$$
a_{n}(l u)=\left(l u, \phi_{n}\right)_{L^{2}}=\left(u, l \phi_{n}\right)_{L^{2}}=\left(u, \lambda_{n} \phi_{n}\right)_{L^{2}}=\lambda_{n}\left(u, \phi_{n}\right)_{L^{2}}
$$

so that $a_{n}(l u)=\lambda_{n} a_{n}(u)$. Then we iterate this procedure to obtain

$$
a_{n}\left(l^{p} u\right)=\lambda_{n}^{p} a_{n}(u)
$$

Using Hölder inequality, in the other side we have

$$
\begin{aligned}
\left|a_{n}\left(l^{p} u\right)\right| & =\left|\int_{a}^{b} l^{p} u \phi_{n} d x\right| \\
& \leq\left(\int_{a}^{b}\left|l^{p} u\right|^{2} d x\right)^{1 / 2}\left(\int_{a}^{b}\left|\phi_{n}\right|^{2} d x\right)^{1 / 2} \\
& \leq\left(\int_{a}^{b}\left|l^{p} u\right|^{2} d x\right)^{1 / 2}<\infty
\end{aligned}
$$

Therefore, $a_{n}\left(l^{p} u\right)=O(1)$ and $a_{n}\left(l^{p} u\right)=O\left(n^{2 p}\right) a_{n}(u)$ imply $a_{n}(u)=O\left(n^{-2 p}\right)$ for every $p \in \mathbb{N}$. In other words, if $u \in \mathcal{D}(\Omega)$ then $\left\{a_{n}(u)\right\}_{n}$ is a rapidly decreasing sequence. As consequence of this statement, the series $\sum_{n \in \mathbb{N}^{*}} a_{n} \phi_{n}(x)$ converges uniformly to $u \in \mathcal{D}(\Omega)$ and in $L^{2}(\Omega)$. Since $u(x)=\sum a_{n} \phi_{n}(x)$,

$$
|u(x)| \leq \sum\left|a_{n} \phi_{n}(x)\right|=\sum\left|a_{n} \lambda_{n}^{s} \frac{\phi_{n}(x)}{\lambda_{n}^{s}}\right|
$$

Then by Hölder inequality,

$$
|u(x)| \leq\left(\sum\left|a_{n}^{2} \lambda_{n}^{2 s}\right|\right)^{1 / 2}\left(\sum\left|\frac{\phi_{n}^{2}(x)}{\lambda_{n}^{2 s}}\right|\right)^{1 / 2}
$$

Since the $\phi_{n}$ 's are uniformly bounded [12, we have

$$
|u(x)| \leq\|u\|_{A^{s}}\left(\sum\left|\frac{d}{\lambda_{n}^{2 s}}\right|\right)^{1 / 2}
$$

where $d$ is a real constant. Since $\lambda_{n}=O\left(n^{2}\right)$, we obtain

$$
\frac{d}{\lambda_{n}^{2 s}} \sim \frac{d}{n^{4 s}}
$$

In conclusion if $s>\frac{1}{4}$, then $|u(x)| \leq c\|u\|_{A^{s}}$, where $c$ is a constant independent of $u$, and

$$
\begin{equation*}
\|u\|_{C(\bar{\Omega})} \leq c\|u\|_{A^{s}} . \tag{3.2}
\end{equation*}
$$

Now consider $f \in A^{s}$, by the denseness of $\mathcal{D}(\Omega)$ in $A^{s}$, there exists a sequence $\left\{\varphi_{n}\right\} \subset \mathcal{D}(\Omega)$ such that

$$
\begin{equation*}
\varphi_{n \overrightarrow{A^{s}}} f \tag{3.3}
\end{equation*}
$$

Then $\left\{\varphi_{n}\right\}_{n}$ is a Cauchy sequence in $A^{s}$, the inequality 3.2 implies that the sequence $\left\{\varphi_{n}\right\}_{n}$ is also a Cauchy one in $C(\bar{\Omega})$ and then

$$
\begin{equation*}
\varphi_{n} \underset{C(\vec{\Omega})}{ } \varphi \in C(\bar{\Omega}) . \tag{3.4}
\end{equation*}
$$

Then (3.3) and (3.4 give the conclusion $f=\varphi$ a.e in $\Omega$.

Now we proof the optimality of the index $1 / 4$, in the sense that if $s_{0}<1 / 4$ then continuity of $A^{s_{0}} \hookrightarrow C(\bar{\Omega})$ may not hold. For this end let us consider the equation

$$
\begin{gathered}
-u^{\prime \prime}=\lambda u \\
u(0)=u(\pi)=0
\end{gathered}
$$

which has $\lambda_{n}=n^{2}$ as eigenvalues and $\phi_{n}(x)=\sqrt{\frac{2}{\pi}} \sin (n x)$ as corresponding eigenfunctions. Let the associated spaces be

$$
A^{s}=\left\{u \in L^{2}((0, \pi)): u=\sum_{n \geq 1} a_{n} \sqrt{\frac{2}{\pi}} \sin (n x), \sum_{n \geq 1} a_{n}^{2} n^{4 s}<\infty\right\}
$$

and consider the function

$$
f(x)= \begin{cases}0 & \text { if } 0 \leq x<\frac{\pi}{4} \\ 1 & \text { if } \frac{\pi}{4} \leq x \leq \frac{\pi}{2} \\ 0 & \text { if } \frac{\pi}{2}<x \leq \pi\end{cases}
$$

Since $f(x) \in L^{2}((0, \pi))$, we have $f(x)=\sum_{n \geq 1} a_{n} \sqrt{\frac{2}{\pi}} \sin (n x)$, with
$a_{n}=\sqrt{\frac{2}{\pi}} \int_{0}^{\pi} f(x) \sin (n x) d x=\sqrt{\frac{2}{\pi}} \int_{\pi / 4}^{\pi / 2} \sin (n x) d x=\sqrt{\frac{2}{\pi}} \frac{\cos (n \pi / 4)-\cos (n \pi / 2)}{n}$ thus $\left|a_{n}\right| \leq \sqrt{\frac{2}{\pi}} \frac{2}{n}$ and $a_{n}^{2} \leq 8 /\left(\pi n^{2}\right)$. Then

$$
\sum_{n \geq 1} a_{n}^{2} n^{4 s} \leq \frac{8}{\pi} \sum_{n \geq 1} \frac{1}{n^{2-4 s}}
$$

Since the series in the right hand side converges for $2-4 s>1$ i.e, $s<1 / 4$, we obtain

$$
\|f\|_{A^{s}}=\sum_{n \geq 1} a_{n}^{2} n^{4 s}<\infty \quad \forall s<\frac{1}{4}
$$

in conclusion $f \in A^{s}$ for $s<1 / 4$ and $f(x)$ is not continuous nor equal a.e. to a continuous function.

Remark 3.4. For the limiting case $s=\frac{1}{4}$ we do not have a definitive answer yet.

## 4. Applications

In this section we give some applications of the functional spaces $A^{s}$ introduced above.

Example 1. For a finite interval $(\alpha, \beta)$ in $\mathbb{R}$, consider the problem

$$
\begin{gather*}
T u:=u^{(4)}=f \quad \text { on }(\alpha, \beta) \\
u^{\prime \prime}(\alpha)=u^{\prime \prime}(\beta)=0  \tag{4.1}\\
u^{\prime \prime \prime}(\alpha)=u^{\prime \prime \prime}(\beta)=0
\end{gather*}
$$

with an appropriate $f$. We want to solve this equation using the next well known theorem in a space $A^{s}$.

Theorem 4.1 (Lax Milgram). Let $H$ be a Hilbert space and $H^{\prime}$ its dual. Let $a(u, v)$ be a continuous coercive bilinear form aver $H \times H$, then for each $f \in H^{\prime}$ there exists a unique $u \in H$ such that

$$
a(u, v)=\langle f, v\rangle \quad \forall v \in H,
$$

where $\langle\cdot, \cdot\rangle$ denotes the duality bracket between $H$ and $H^{\prime}$. In addition, if the bilinear form $a$ is symmetric then the solution $u$ is characterized by

$$
\frac{1}{2} a(u, u)-\langle f, u\rangle=\min _{v \in H}\left\{\frac{1}{2} a(v, v)-\langle f, v\rangle\right\}
$$

To solve problem (4.1) we consider the corresponding bilinear form

$$
a(u, v)=\int_{\alpha}^{\beta} u^{\prime \prime} v^{\prime \prime} d x
$$

We remark that this bilinear form is not coercive in the Sobolev space $H^{2}((\alpha, \beta))$. To see that consider the affine function $u=c x+d$ so we have

$$
a(u, u)=\int_{\alpha}^{\beta}\left(u^{\prime \prime}\right)^{2} d x=0
$$

but

$$
\|u\|_{H^{2}}^{2}=\int_{\alpha}^{\beta} u^{2} d x+\int_{\alpha}^{\beta}\left(u^{\prime}\right)^{2} d x+\int_{\alpha}^{\beta}\left(u^{\prime \prime}\right)^{2} d x \neq 0
$$

So that one can not apply the Lax Milgram theorem to prove the existence of solutions in $H^{2}((\alpha, \beta))$. On the other hand, if we consider the same bilinear form in the space $A^{1}$ associated to the problem

$$
\begin{gathered}
l u:=-u^{\prime \prime}=\lambda u \\
u(\alpha)=u(\beta)=0
\end{gathered}
$$

we have

$$
a(u, u)=\int_{\alpha}^{\beta}\left(u^{\prime \prime}\right)^{2} d x=\|u\|_{A^{1}}^{2}
$$

where $u^{\prime \prime}$ is regarded in the sense

$$
u=\sum a_{n} \phi_{n}, \quad u^{\prime \prime}=\sum \lambda_{n} a_{n} \phi_{n} .
$$

Then the coercivity of $a$ holds and leads to the existence of solutions in $A^{1}$.
Example 2. For an interval $(a, b)$, consider the semi-linear problem

$$
\begin{equation*}
l u=g(u)+h \quad \text { on }(a, b) \tag{4.2}
\end{equation*}
$$

associated to boundary value conditions, where $l$ is a Sturm-Liouville operator. In this example we present a method based on the Ky Fan-Von-Neumann theorem for finding solutions in a convenient fractional space associated with the SturmLiouville problem $l u=\lambda u$. Before this we recall some basic definitions.

Definition 4.2. Let $X$ be a Banach space, and $J: X \rightarrow \mathbb{R}$ be an application. We say that $J$ is lower semi-continuous (l.s.c), if for every $\alpha \in \mathbb{R}$, the set $[J \leq \alpha]:=$ $\{x \in X: J(x) \leq \alpha\}$ is closed. We say that $J$ is upper semi-continuous (u.s.c) if $(-J)$ is lower semi-continuous.

Let $A, B$ be two sets, and let $L: A \times B \rightarrow \mathbb{R}$ be an application, a point $\left(x^{*}, y^{*}\right) \in A \times B$ is said to be a saddle point if for all $x \in A$ and all $y \in B$, $L\left(x^{*}, y\right) \leq L\left(x^{*}, y^{*}\right) \leq L\left(x, y^{*}\right)$.

Theorem 4.3 (Ky Fan-Von-Neumann [18]). Let $X$ and $Y$ be two reflexive Banach spaces; and let $H_{1} \subset X$ and $H_{2} \subset Y$ be convex closed subsets. Suppose that $L: H_{1} \times H_{2} \rightarrow \mathbb{R}$ is convex-concave i.e., for all $x \in H_{1}, L(x,$.$) is concave (u.s.c)$ on $H_{2}$, and for all $y \in H_{2}, L(., y)$ is convex (l.s.c) on $H_{1}$. Moreover if $H_{1}$ (or $H_{2}$ ) is unbounded we suppose that there exists $y_{0}$ (or $x_{0}$ ) such that $\lim _{\|x\| \rightarrow+\infty} L\left(x, y_{0}\right)=$ $+\infty\left(\right.$ or $\left.\lim _{\|y\| \rightarrow+\infty} L\left(x_{0}, y\right)=-\infty\right)$, then $L$ will posses a saddle point.

If the function $L$ is concave and $L(x,),. L(., y)$ are G-differentiable, then we have an equivalence between the following two assertions
(i) $\left(x^{*}, y^{*}\right) \in H_{1} \times H_{2}$ is a saddle point of $L$ in $H_{1} \times H_{2}$.
(ii) For all $(x, y) \in H_{1} \times H_{2}$,

$$
\begin{aligned}
\left\langle\partial_{1} L\left(x^{*}, y\right), x-x^{*}\right\rangle & \geq 0 \\
\left\langle\partial_{2} L\left(x, y^{*}\right), x-x^{*}\right\rangle & \leq 0
\end{aligned}
$$

This equivalence gives a characterization of the saddle points.
Let $\left\{\lambda_{k}\right\}_{k}\left(\lambda_{k} \geq 1\right)$ and $\left\{\varphi_{k}\right\}_{k}$ be the eigenvalues and the eigenfunctions of the problem $l u=\lambda u$ associated with the same boundary conditions as those associated with (4.2).

In 4.2 $g(u)$ is a non linear function, and $h$ is in $L^{2}((a, b))$. We will assume that $g: \mathbb{R} \rightarrow \mathbb{R}$ and there exist $k \in \mathbb{N}, \alpha, \beta \in \mathbb{R}^{+}$such that for all $s, t \in \mathbb{R}$, with $s \neq t$

$$
\begin{equation*}
\lambda_{k}<\alpha \leq \frac{g(s)-g(t)}{s-t} \leq \beta<\lambda_{k+1} \tag{4.3}
\end{equation*}
$$

Under these conditions 4.2 admits a solution $u$ in the space

$$
A^{1 / 2}=\left\{u \in L^{2}(a, b): u=\sum a_{n} \varphi_{n}, \sum a_{n}^{2} \lambda_{n}<\infty\right\}
$$

To prove the existence of such a solution we put

$$
J(u)=\frac{1}{2}\left(l^{1 / 2} u, l^{1 / 2} u\right)-\int_{a}^{b} G(u(x)) d x-\int_{a}^{b} h(x) u(x) d x
$$

where $G(s)=\int_{a}^{s} g(t) d t$. The symbol $(\cdot, \cdot)$ will denote the inner product in $L^{2}(a, b)$ and $(\cdot, \cdot)_{A^{1 / 2}}$ the inner product in $A^{1 / 2}$ and $\langle\cdot, \cdot\rangle$ will denote a duality bracket For every $v \in A^{1 / 2}$, we have

$$
\begin{aligned}
\left\langle J^{\prime}(u), v\right\rangle & =\left(l^{1 / 2} u, l^{1 / 2} v\right)-\int_{a}^{b} g(u(x)) v(x) d x-\int_{a}^{b} h(x) v(x) d x \\
& =(u, v)_{A^{1 / 2}}+(g(u), v)-(h, v)
\end{aligned}
$$

we define the spaces

$$
H_{1}=\oplus_{n \leq k} \mathbb{R} \varphi_{n} \quad \text { and } \quad H_{2}=\oplus_{n \geq k+1} \mathbb{R} \varphi_{n}
$$

where $\mathbb{R} \varphi_{n}=\left\{c \varphi_{n} ; c \in \mathbb{R}\right\}$. One can remark that $A^{1 / 2}=H_{1} \oplus^{\perp} H_{2}$ (direct and orthogonal sum). Let $L$ be the mapping defined on $H_{1} \times H_{2}$ by

$$
L\left(v_{1}, v_{2}\right)=J\left(v_{1}+v_{2}\right) .
$$

We will show that $L$ posses a saddle point, which is the wanted solution. Hypothesis (4.3) gives

$$
0<\alpha \leq \frac{g\left(v_{1}+v_{2}\right)-g\left(w_{1}+v_{2}\right)}{v_{1}-w_{1}}
$$

thus

$$
\alpha\left(v_{1}-w_{1}\right)^{2} \leq\left[g\left(v_{1}+v_{2}\right)-g\left(w_{1}+v_{2}\right)\right]\left(v_{1}-w_{1}\right)
$$

After integration, we obtain

$$
\begin{equation*}
\alpha\left\|v_{1}-w_{1}\right\|_{L^{2}}^{2} \leq\left(\left[g\left(v_{1}+v_{2}\right)-g\left(w_{1}+v_{2}\right)\right],\left(v_{1}-w_{1}\right)\right) . \tag{4.4}
\end{equation*}
$$

On other hand, for every $z \in H_{1}$ we have

$$
\begin{equation*}
(l z, z)=\left(l^{1 / 2} z, l^{1 / 2} z\right) \leq \lambda_{k}\|z\|_{L^{2}}^{2} \tag{4.5}
\end{equation*}
$$

because $z$ implies $z=\sum_{n=0}^{k} a_{n} \varphi_{n}$ which implies $l z=\sum_{n=0}^{k} a_{n} \lambda_{n} \varphi_{n}$ Then

$$
(l z, z)=\left(\sum_{n=0}^{k} a_{n} \lambda_{n} \varphi_{n}, \sum_{n=0}^{k} a_{n} \varphi_{n}\right)=\sum_{n=0}^{k} a_{n}^{2} \lambda_{n}
$$

by the orthogonality of the $\varphi_{n}$ 's. Then

$$
(l z, z) \leq \lambda_{k} \sum_{n=0}^{k} a_{n}^{2}
$$

because $\lambda_{n} \leq \lambda_{k}$ for all $n \leq k$. Then $(l z, z) \leq \lambda_{k}\|z\|_{L^{2}}^{2}$. Using 4.4) and 4.5)

$$
\begin{aligned}
& \left\langle\partial_{1} L\left(v_{1}, v_{2}\right)-\partial_{1} L\left(w_{1}, v_{2}\right), v_{1}-w_{1}\right\rangle \\
& =\left(l v_{1}-g\left(v_{1}+v_{2}\right)-h-l w_{1}+g\left(w_{1}+v_{2}\right)+h, v_{1}-w_{1}\right) \\
& =\left(l v_{1}-g\left(v_{1}+v_{2}\right)-h-l w_{1}+g\left(w_{1}+v_{2}\right)+h, v_{1}-w_{1}\right) \\
& =\left(l\left(v_{1}-w_{1}\right)-\left(g\left(v_{1}+v_{2}\right)-g\left(w_{1}+v_{2}\right)\right), v_{1}-w_{1}\right) \\
& \leq \lambda_{k}\left\|v_{1}-w_{1}\right\|_{L^{2}}^{2}-\alpha\left\|v_{1}-w_{1}\right\|_{L^{2}}^{2} ;
\end{aligned}
$$

so that

$$
\left\langle\partial_{1} L\left(v_{1}, v_{2}\right)-\partial_{1} L\left(w_{1}, v_{2}\right), v_{1}-w_{1}\right\rangle \leq-\left(\alpha-\lambda_{k}\right)\left\|v_{1}-w_{1}\right\|_{L^{2}}^{2}
$$

this shows that $-L\left(., v_{2}\right)$ is a strictly convex and coercive function (on $L^{2}$ ), in other words $-L\left(., v_{2}\right)$ is strictly concave. Since $\left\|v_{1}\right\|_{L^{2}} \leq\left\|v_{1} t\right\|_{A^{1 / 2}}$, we obtain

$$
\lim _{\left\|v_{1}\right\|_{L^{2}} \rightarrow+\infty} L\left(v_{1}, v_{2}\right)=-\infty \Rightarrow \lim _{\left\|v_{1}\right\|_{L^{2}} \rightarrow+\infty} L\left(v_{1}, v_{2}\right)=-\infty
$$

By a similar reasoning, and using the second inequality in 4.3) we show that $L\left(v_{1},.\right)$ is strictly convex and coercive.

Since $L$ being continuous, using the Ky Fan-Von-Neumann theorem, we conclude that $L$ admits a saddle point $\left(u_{1}^{*}, u_{2}^{*}\right) \in H_{1} \times H_{2}$. Using the characterization of the saddle point

$$
\begin{equation*}
\left\langle\partial_{1} L\left(u_{1}^{*}, u_{2}\right), u_{1}-u_{1}^{*}\right\rangle \geq 0 \quad \forall\left(u_{1}, u_{2}\right) \in H_{1} \times H_{2} \tag{4.6}
\end{equation*}
$$

and the fact that $H_{1}$ is a vector space, we have for every $u_{1} \in H_{1},\left(u_{1}+u_{1}^{*}\right)$ and $\left(-u_{1}+u_{1}^{*}\right)$ are in $H_{1}$, so by substituting $u_{1}$ by $\left(u_{1}+u_{1}^{*}\right)$ then by $\left(-u_{1}+u_{1}^{*}\right)$, in the expression 4.6 we obtain

$$
\left\langle\partial_{1} L\left(u_{1}^{*}, u_{2}\right), u_{1}\right\rangle \geq 0 \quad \forall\left(u_{1}, u_{2}\right) \in H_{1} \times H_{2} .
$$

In particular,

$$
\left\langle\partial_{1} L\left(u_{1}^{*}, u_{2}^{*}\right), u_{1}\right\rangle=0 \quad \forall u_{1} \in H_{1}
$$

and, in the same way,

$$
\left\langle\partial_{1} L\left(u_{1}^{*}, u_{2}^{*}\right), u_{2}\right\rangle=0 \quad \forall u_{2} \in H_{2} .
$$

Therefore,

$$
\left\langle J^{\prime}\left(u_{1}^{*}+u_{2}^{*}\right), u_{2}\right\rangle=\left\langle\partial_{1} L\left(u_{1}^{*}, u_{2}^{*}\right), u_{2}\right\rangle=0
$$

Finally

$$
\left\langle J^{\prime}\left(u_{1}^{*}+u_{2}^{*}\right), u\right\rangle=0
$$

for $u \in A^{1 / 2}$ with $u=u_{1}+u_{2}$ and

$$
u^{*}=u_{1}^{*}+u_{2}^{*} \in A^{1 / 2}
$$

which is solution of $(4.2)$ in the weak sense $\left\langle J^{\prime}\left(u^{*}\right), v\right\rangle=0$.
Conclusion. In this work, we constructed functional spaces related to regular Sturm-Liouville problems, but we can do it for singular spaces and particularly those giving orthogonal polynomials and other special functions (with some modifications). Following the same procedure, we can replace Sturm-Liouville operators by differential operator including partial differential operators having similar spectral properties.
Acknowledgments. I am indebted to Prof. DIB. H. who gave me the original idea of this work. I also wish to thank the referee for his helpful comments.

## References

[1] Adams, Robert. A.; Sobolev spaces. Academic press. 1975
[2] Auigunov, G. A.; On the asymptotics of normalized eigenfunctions of the Sturm-Liouville operator on a finite interval, Russian Math. Surveys. 52. (1997). p:1283-1284.
[3] Auigunov, G. A.; Acriterion for the uniform boundness of normalized eigenfunctions of the Sturm-Liouville operator with a positive weight function on a finit interval, Russian Math. Surveys. 52 (1997). p:387-389.
[4] Brezis, H.; Analyse fonctionnelle; théorie et application., Masson. 1983.
[5] Carlson, R; Threadgill, R; Shubin, C; Sturm-Liouville eigenvalue problems with finitely many singularities.,J.Math.Anal.Appl. 204 (1996) p:74-101.
[6] Courant, R; Hilbert, D.; Methods of mathematical physics., Volume I. Interscience publishers. 1953.
[7] Dautray, R; Lions, J, L.; Analyse mathématique et calcul numérique., Masson. 1984.
[8] Dieudonne, J.; Eléments d'analyse., Volume I. Gauthier-Villars. 1979.
[9] Dunford, N; Schwartz, J, T.; Linear operators., Volume II. Spectral theory; self-adjoint operators in Hilbert space, Interscience publishers. 1963.
[10] Fedoriouk, M.; Méthodes asymptotiques pour les équations différentielles ordinaires linéaires., Mir. 1987.
[11] de Figueiredo, D.; existence of solutions for hamiltonian systems via variational methods, Second school on non-linear functional analysis andapplications to differential equations. Triest. (21 avril-19 mai 1997)
[12] Fulton, C, T; Pruess, S, A.; Eigenvalue and eigenfunction asymptotics for regular SturmLiouville problems, J.Math.Anal.Appl. 188 (1994) p:297-340.
[13] Guillemot-Teissier, M.; Developpement des distributions en séries de fonctions orthogonales, Séries de Legendre et de Laguerre, Annali della scuola norm.sup. Pisa (1970) p:519-573.
[14] Harris, B, J.; Asymptotics of eigenvalues for regular Sturm-Liouville problems, J. Math. Anal. Appl. (1994) p:25-36.
[15] Harris, B, J; Race, D.; Asymptotics of eigenvalues for Sturm-Liouville problems with interior singularity, J. Differential equations, 116 (1995) p:88-118.
[16] Helffer, B.; Théorie spectrale pour des opérateurs globalement elliptique, S. M. F. 1984.
[17] Karaa, S.; Isoperimetrique upper bounds for eigenvalues of the Sturm-Liouville type, C.R. Acad. Sci. Paris. Sér. I. Math. (1997). p:835-840.
[18] Kavian, O.; Introduction à la théorie des points critiques, Springer Verlag. 1993.
[19] Lions, J, L; Magenes, E.; Problèmes aux limites non homogènes et applications, Volume I. Dunod. 1968.
[20] Miri, S, E.; Espaces de Sobolev associés à un problem de Sturm-Liouville, Thèse de Magister. Université de Tlemcen. 2000.
[21] Reinhard, H.; Equations différentielles, Gautier-Villars. 1982.
[22] Rudin, W.; Functional analysis., Mc-Graw Hill. 1973.
[23] Schwartz, L.; Théorie des distributions, Hermann, 1966.
[24] Triebel, H.; Interpolation theory, function spaces, differential operators, North Holland publiching company. 1978.
[25] Vo-Khac Khohan; Distributions, analyse de Fourier, opérateurs aux dérivées partielles, Tomes I et II. Librairie Vuibert. 1972.

Sofiane El-Hadi Miri
Département de mathématiques, Université de Tlemcen, BP 119, Tlemcen 13000, Algerie E-mail address: mirisofiane@yahoo.fr


[^0]:    2000 Mathematics Subject Classification. 46E35,34B24.
    Key words and phrases. Sturm-Liouville problems; fractional power Sobolev spaces; variational methods.
    (c) 2005 Texas State University - San Marcos.

    Submitted November 26, 2004. Published May 11, 2005.

