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EXISTENCE OF POSITIVE SOLUTIONS TO NONLINEAR
ELLIPTIC PROBLEM IN THE HALF SPACE

IMED BACHAR, HABIB MÂAGLI, MALEK ZRIBI

Abstract. This paper concerns nonlinear elliptic equations in the half space
Rn

+ := {x = (x′, xn) ∈ Rn : xn > 0}, n ≥ 2, with a nonlinear term satis-

fying some conditions related to a certain Kato class of functions. We prove
some existence results and asymptotic behaviour for positive solutions using a
potential theory approach.

1. Introduction

In the present paper, we study the nonlinear elliptic equation

∆u+ f(., u) = 0, in Rn
+ (1.1)

in the sense of distributions, with some boundary values determined below (see
problems (1.6), (1.11) and (1.12)). Here Rn

+ := {x = (x′, xn) ∈ Rn : xn > 0},
(n ≥ 2).

Several results have been obtained for (1.1), in both bounded and unbounded
domain D ⊂ Rn with different boundary conditions; see for example [2, 3, 4, 5, 7,
8, 10, 12, 13, 14, 16, 17] and the references therein. Our goal of this paper is to
undertake a study of (1.1) when the nonlinear term f(x, t) satisfies some conditions
related to a certain Kato class K∞(Rn

+), and to answer the questions of existence
and asymptotic behaviour of positive solutions.

Our tools are based essentially on some inequalities satisfied by the Green func-
tion G(x, y) of (−∆) in Rn

+. This allows us to state some properties of functions in
the class K∞(Rn

+) which was introduced in [2] for n ≥ 3, and in [3] for n = 2.

Definition 1.1. A Borel measurable function q in Rn
+ belongs to the class K∞(Rn

+)
if q satisfies the following two conditions

lim
α→0

( sup
x∈Rn

+

∫
Rn

+∩B(x,α)

yn

xn
G(x, y)|q(y)|dy) = 0 , (1.2)

lim
M→∞

( sup
x∈Rn

+

∫
Rn

+∩(|y|≥M)

yn

xn
G(x, y)|q(y)|dy) = 0. (1.3)

The class K∞(Rn
+) is sufficiently rich. It contains properly the classical Kato

class K∞
n (Rn

+), defined by Zhao [21], for n ≥ 3 in unbounded domains D as follows:
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Definition 1.2. A Borel measurable function q on D belongs to the Kato class
K∞

n (D) if q satisfies the following two conditions

lim
α→0

sup
x∈D

∫
D∩(|x−y|≤α)

|ψ(y)|
|x− y|d−2

dy) = 0 ,

lim
M→∞

sup
x∈D

∫
D∩(|y|≥M)

|ψ(y)|
|x− y|d−2

dy) = 0.

Typical examples of functions q in the class K∞(Rn
+) are: q ∈ Lp(Rn

+)∩L1(Rn
+),

where p > n
2 and n ≥ 3; and

q(x) =
1

(|x|+ 1)µ−λxλ
n

,

where λ < 2 < µ and n ≥ 2 (see [2, 3]).
We shall refer in this paper to the bounded continuous solution Hg of the Dirich-

let problem
∆u = 0, in Rn

+

lim
xn→0

u(x) = g(x′), (1.4)

where g is a nonnegative bounded continuous function in Rn−1 (see [1, p. 418]).
We also refer to the potential of a measurable nonnegative function f , defined on
Rn

+ by

V f(x) =
∫

Rn
+

G(x, y)f(y)dy.

Our paper is organized as follows. Existence results are proved in sections 3, 4,
and 5. In section 2, we collect some preliminary results about the Green function
G and the class K∞(Rn

+). We prove further that if p > n/2 and a ∈ Lp(Rn
+), then

for λ < 2− n
p < µ, the function

x 7→ a(x)
(|x|+ 1)µ−λxλ

n

,

is in K∞(Rn
+). In section 3, we establish an existence result for equation (1.1) where

a singular term and a sublinear term are combined in the nonlinearity f(x, t).
The pure singular elliptic equation

∆u+ p(x)u−γ = 0, γ > 0, x ∈ D ⊆ Rn

has been extensively studied for both bounded and unbounded domains. We refer
to [7, 8, 10, 12, 13, 14] and references therein, for various existence and uniqueness
results related to solutions for above equation.

For more general situations Mâagli and Zribi showed in [17] that the problem

∆u+ ϕ(., u) = 0, x ∈ D
u
∣∣
∂D

= 0

lim
|x|→∞

u(x) = 0, if D is unbounded
(1.5)

admits a unique positive solution if ϕ is a nonnegative measurable function on
(0,∞), which is non-increasing and continuous with respect to the second variable
and satisfies

(H0) For all c > 0, ϕ(., c) ∈ K∞
n (D).



EJDE-2005/44 EXISTENCE OF POSITIVE SOLUTIONS 3

If D = Rn
+, the result of Mâagli and Zribi [17] has been improved later by Bachar

and Mâagli in [2], where they gave an existence and an uniqueness result for (1.5),
with the more restrictive condition

(H0’) For all c > 0, ϕ(., c) ∈ K∞(Rn
+).

On the other hand, (1.1) with a sublinear term f(., u) have been studied in Rn

by Brezis and Kamin in [5]. Indeed, the authors proved the existence and the
uniqueness of a positive solution for the problem

∆u+ ρ(x)uα = 0 in Rn,

lim inf
|x|→∞

u(x) = 0,

with 0 < α < 1 and ρ is a nonnegative measurable function satisfying some appro-
priate conditions.

In this section, we combine a singular term and a sublinear term in the nonlin-
earity. Indeed, we consider the boundary value problem

∆u+ ϕ(., u) + ψ(., u) = 0, in Rn
+

u > 0, in Rn
+

lim
xn→0

u(x) = 0,

lim
|x|→+∞

u(x) = 0,

(1.6)

in the sense of distributions, where ϕ and ψ are required to satisfy the following
hypotheses:

(H1) ϕ is a nonnegative Borel measurable function on Rn
+ × (0,∞), continuous

and non-increasing with respect to the second variable.
(H2) For all c > 0, x 7→ ϕ(x, cθ(x)) belongs to K∞(Rn

+), where

θ(x) =
xn

(1 + |x|)n
.

(H3) ψ is a nonnegative Borel measurable function on Rn
+ × (0,∞), continuous

with respect to the second variable such that there exist a nontrivial non-
negative function p and a nonnegative function q ∈ K∞(Rn

+) satisfying for
x ∈ Rn

+ and t > 0,

p(x)h(t) ≤ ψ(x, t) ≤ q(x)f(t), (1.7)

where h is a measurable nondecreasing function on [0,∞) satisfying

lim
t→0+

h(t)
t

= +∞ (1.8)

and f is a nonnegative measurable function locally bounded on [0,∞) sat-
isfying

lim sup
t→∞

f(t)
t

< ‖V q‖∞. (1.9)

Using a fixed point argument, we shall state the following existence result.

Theorem 1.3. Assume (H1)–(H3). Then the problem (1.6) has a positive solution
u ∈ C0(Rn

+) satisfying for each x ∈ Rn
+

aθ(x) ≤ u(x) ≤ V (ϕ(., aθ))(x) + bV q(x),

where a, b are positive constants.
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Note that Mâagli and Masmoudi studied in [16, 18] the case ϕ ≡ 0, under similar
conditions to those in (H3). Indeed the authors gave an existence result for

∆u+ ψ(., u) = 0 in D, (1.10)

with some boundary conditions, where D is an unbounded domain in Rn (n ≥ 2)
with compact nonempty boundary.

Typical examples of nonlinearities satisfying (H1)–(H3) are:

ϕ(x, t) = p(x)(θ(x))γt−γ ,

for γ ≥ 0, and
ψ(x, t) = p(x)tα log(1 + tβ),

for α, β ≥ 0 such that α+ β < 1, where p is a nonnegative function in K∞(Rn
+).

In section 4, we consider the nonlinearity f(x, t) = −tϕ(x, t) and we use a po-
tential theory approach to investigate an existence result for (1.1). Let α ∈ [0, 1]
and ω be the function defined on Rn

+ by ω(x) = αxn + (1− α). We shall prove in
this section the existence of positive continuous solutions for the following nonlinear
problem

∆u− uϕ(., u) = 0, in Rn
+

u > 0, in Rn
+

lim
xn→0

u(x) = (1− α)g(x′),

lim
xn→+∞

u(x)
xn

= αλ,

(1.11)

in the sense of distributions, where λ is a positive constant, g is a nontrivial nonneg-
ative bounded continuous function in Rn−1 and ϕ satisfies the following hypotheses:

(H4) ϕ is a nonnegative measurable function on Rn
+ × [0,∞).

(H5) For all c > 0, there exists a positive function qc ∈ K∞(Rn
+) such that the

map t 7→ t(qc(x)−ϕ(x, tω(x))) is continuous and nondecreasing on [0, c] for
every x ∈ Rn

+.

Theorem 1.4. Under assumptions (H4) and (H5), problem (1.11) has a positive
continuous solution u such that for each x ∈ Rn

+,

c(αλxn + (1− α)Hg(x)) ≤ u(x) ≤ αλxn + (1− α)Hg(x),

where c ∈ (0, 1).

Note that if α = 0, then the solution u satisfies cHg(x) ≤ u(x) ≤ Hg(x),
c ∈ (0, 1). In particular, u is bounded on Rn

+. Our techniques are similar to those
used by Mâagli and Masmoudi in [16, 18].

Section 5 deals with the question of existence of continuous bounded solutions
for the problem

∆u− ϕ(., u) = 0, in Rn
+

u > 0, in Rn
+

lim
xn→0

u(x) = g(x′),
(1.12)

where g is a nontrivial nonnegative bounded continuous function in Rn−1. We also
establish an uniqueness result for such solutions. Here the nonlinearity ϕ satisfies
the following conditions:

(H6) ϕ is a nonnegative measurable function on Rn
+ × [0,∞), continuous and

nondecreasing with respect to the second variable.
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(H7) ϕ(., 0) = 0.
(H8) For all c > 0, ϕ(., c) ∈ K∞(Rn

+).

Theorem 1.5. Under assumptions (H6)–(H8), problem (1.12) has a unique posi-
tive solution u such that for each x ∈ Rn

+,

0 < u(x) ≤ Hg(x).

Note that if q ∈ K∞(Rn
+) and ϕ(x, t) ≤ q(x)t locally on t, then the solution

u satisfies in particular cHg(x) ≤ u(x) ≤ Hg(x), c ∈ (0, 1). This result follows
the result in [4], where we studied the following polyharmonic problem, for every
integer m,

(−∆)mu+ ϕ(., u) = 0, in Rn
+

u > 0, in Rn
+

lim
xn→0

u(x)
xm−1

n

= g(x′)

(1.13)

(in the sense of distributions). Here ϕ is a nonnegative measurable function on
Rn

+ × (0,∞), continuous and non-increasing with respect to the second variable
and satisfies some conditions related to a certain Kato class appropriate to the
m-polyharmonic case. In fact in [4], we proved that for a fixed positive harmonic
function h0 in Rn

+, if g ≥ (1 + c)h0, for c > 0, then the problem (1.13) has a
positive continuous solution u satisfying u(x) ≥ xm−1

n h0(x) for every x ∈ Rn
+. Thus

a natural question to ask is for t → ϕ(x, t) nondecreasing, whether or not (1.13)
has a solution, which we aim to study in the case m = 1.

Notation. To simplify our statements, we define the following symbols.
Rn

+ := {x = (x1, ..., xn) = (x′, xn) ∈ Rn : xn > 0}, n ≥ 2.
x = (x′,−xn), for x ∈ Rn

+.
Let B(Rn

+) denote the set of Borel measurable functions in Rn
+ and B+(Rn

+) the set
of nonnegative functions in this space.
Cb(Rn

+) = {w ∈ C(Rn
+) : w is bounded in Rn

+}
C0(Rn

+) = {w ∈ C(Rn
+) : limxn→0 w(x) = 0 and lim|x|→∞ w(x) = 0}

C0(Rn
+) = {w ∈ C(Rn

+) : lim|x|→∞ w(x) = 0}.
Note that Cb(Rn

+), C0(Rn
+) and C0(Rn

+) are three Banach spaces with the uniform
norm ‖w‖∞ = supx∈Rn

+
|w(x)|.

For any q ∈ B(Rn
+), we put

‖q‖ := sup
x∈Rn

+

∫
Rn

+

yn

xn
G(x, y)|q(y)|dy.

Recall that the potential V f of a function f ∈ B+(Rn
+), is lower semi-continuous

in Rn
+. Furthermore, for each function q ∈ B+(Rn

+) such that V q <∞, we denote by
Vq the unique kernel which satisfies the following resolvent equation (see [15, 19]):

V = Vq + Vq(qV ) = Vq + V (qVq). (1.14)

For each u ∈ B(Rn
+) such that V (q|u|) <∞, we have

(I − Vq(q.))(I + V (q.))u = (I + V (q.))(I − Vq(q.))u = u. (1.15)

Let f and g be two positive functions on a set S. We call f ∼ g, if there is c > 0
such that

1
c
g(x) ≤ f(x) ≤ cg(x) for all x ∈ S.
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We call f � g, if there is c > 0 such that

f(x) ≤ cg(x) for all x ∈ S.

The following properties will be used in this article: For x, y ∈ Rn
+, note that

|x− y|2 − |x− y|2 = 4xnyn. So we have

|x− y|2 ∼ |x− y|2 + xnyn (1.16)

xn + yn ≤ |x− y|. (1.17)

Let λ, µ > 0 and 0 < γ ≤ 1, then for t ≥ 0 we have

log(1 + λt) ∼ log(1 + µt), (1.18)

log(1 + t) � tγ . (1.19)

2. Properties of the Green function and the Kato class K∞(Rn
+)

In this section, we briefly recall some estimates on the Green function G and we
collect some properties of functions belonging to the Kato class K∞(Rn

+), which
are useful at stating our existence results. For x, y ∈ Rn

+, we set

G(x, y) =


Γ( n

2−1)

4πn/2

[
1

|x−y|n−2 − 1
|x−y|n−2

]
, if n ≥ 3

1
4π log

(
1 + 4x2y2

|x−y|2
)
, if n = 2,

the Green function of (−∆) in Rn
+ (see [1, p. 92]). Then we have the following

estimates and inequalities whose proofs can be found in [2] for n ≥ 3 and in [3] for
n = 2.

Proposition 2.1. For x, y ∈ Rn
+, we have

G(x, y) ∼


xnyn

|x−y|n−2|x−y|2 if n ≥ 3,
x2y2
|x−y|2 log(1 + |x−y|2

|x−y|2 ) if n = 2.
(2.1)

Corollary 2.2. For x, y ∈ Rn
+, we have

xnyn

(|x|+ 1)n(|y|+ 1)n
� G(x, y). (2.2)

Theorem 2.3 (3G-Theorem). There exists C0 > 0 such that for each x, y, z ∈ Rn
+,

we have
G(x, z)G(z, y)

G(x, y)
≤ C0

[ zn

xn
G(x, z) +

zn

yn
G(y, z)

]
. (2.3)

Let us recall in the following properties of functions in the class K∞(Rn
+). The

proofs of these propositions can be found in [2, 3].

Proposition 2.4. Let q be a nonnegative function in K∞(Rn
+). Then we have: (i)

‖q‖ <∞; (ii) The function x 7→ xn

(|x|+1)n q(x) is in L1(Rn
+). and (iii)

xn

(|x|+ 1)n
� V q(x). (2.4)

For a fixed nonnegative function q in K∞(Rn
+), we put

Mq := {ϕ ∈ B(Rn
+), |ϕ| � q}.
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Proposition 2.5. Let q be a nonnegative function in K∞(Rn
+), then the family of

functions
V (Mq) = {V ϕ : ϕ ∈Mq}

is relatively compact in C0(Rn
+).

Proposition 2.6. Let q be a nonnegative function in K∞(Rn
+), then the family of

functions

Nq =
{ ∫

Rn
+

yn

xn
G(x, y)|ϕ(y)|dy : ϕ ∈Mq

}
is relatively compact in C0(Rn

+).

In the sequel, we use the following notation

αq := sup
x,y∈Rn

+

∫
Rn

+

G(x, z)G(z, y)
G(x, y)

|q(z)|dz.

Lemma 2.7. Let q be a function in K∞(Rn
+). Then we have

‖q‖ ≤ αq ≤ 2C0‖q‖,
where C0 is the constant given in (2.3).

Proof. By (2.3), we obtain easily that αq ≤ 2C0‖q‖. On the other hand, we have
by Fatou lemma that for each x ∈ Rn

+∫
Rn

+

zn

xn
G(x, z)|q(z)|dz ≤ lim inf

|ζ|→∞

∫
Rn

+

zn

xn

|x− ζ|n

|z − ζ|n
G(x, z)|q(z)|dz.

Now since for each x, z ∈ Rn
+ and ζ ∈ ∂Rn

+, we have

lim
y→ζ

G(z, y)
G(x, y)

=
zn

xn

|x− ζ|n

|z − ζ|n
.

Then by Fatou lemma we deduce that∫
Rn

+

zn

xn

|x− ζ|n

|z − ζ|n
G(x, z)|q(z)|dz ≤ lim inf

y→ζ

∫
Rn

+

G(x, z)
G(z, y)
G(x, y)

|q(z)|dz ≤ αq.

We derive obviously that ‖q‖ ≤ αq. �

Proposition 2.8. Let q be a function in K∞(Rn
+) and v be a nonnegative super-

harmonic function in Rn
+. Then for each x ∈ Rn

+, we have∫
Rn

+

G(x, y)v(y)|q(y)|dy ≤ αqv(x). (2.5)

Proof. Let v be a nonnegative superharmonic function in Rn
+, then there exists (see

[20, Theorem 2.1]) a sequence (fk)k of nonnegative measurable functions in Rn
+

such that the sequence (vk)K defined on Rn
+ by vk := V fk increases to v. Since for

each x, z ∈ Rn
+, we have∫

Rn
+

G(x, y)G(y, z)|q(y)| dy ≤ αqG(x, z),

it follows that ∫
Rn

+

G(x, y)vk(y)|q(y)| dy ≤ αqvk(x).

Hence, the result holds from the monotone convergence theorem. �
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Corollary 2.9. Let q be a nonnegative function in K∞(Rn
+) and v be a nonnegative

superharmonic function in Rn
+, then for each x ∈ Rn

+ such that 0 < v(x) < ∞, we
have

exp(−αq)v(x) ≤ (v − Vq(qv))(x) ≤ v(x).

Proof. The upper inequality is trivial. For the lower one, we consider the function
γ(λ) = v(x) − λVλq(qv)(x) for λ ≥ 0. The function γ is completely monotone on
[0,∞) and so log γ is convex in [0,∞). This implies that

γ(0) ≤ γ(1) exp(−γ
′(0)
γ(0)

).

That is

v(x) ≤ (v − Vq(qv))(x) exp(
V (qv)(x)
v(x)

).

So, the result holds by (2.5). �

We close this section by giving a class of functions included in K∞(Rn
+). We

need the following key Lemma. For the proof we can see [4].

Lemma 2.10. For x, y in Rn
+, we have the following properties:

(1) If xnyn ≤ |x− y|2 then (xn ∨ yn) ≤
√

5+1
2 |x− y|.

(2) If |x − y|2 ≤ xnyn then 3−
√

5
2 xn ≤ yn ≤ 3+

√
5

2 xn and 3−
√

5
2 |x| ≤ |y| ≤

3+
√

5
2 |x|.

In what follows we will use the following notation

D1 := {y ∈ Rn
+ : xnyn ≤ |x− y|2},

D2 := {y ∈ Rn
+ : |x− y|2 ≤ xnyn}.

We point out that D2 = B(x̃,
√

5
2 xn), where x̃ = (x1, . . . , xn−1,

3
2xn) and conse-

quently D1 = Bc(x̃,
√

5
2 xn)

Proposition 2.11. Let p > n/2 and a be a function in Lp(Rn
+). Then for λ <

2− n
p < µ, the function ϕ(x) = a(x)

(|x|+1)µ−λxλ
n

is in K∞(Rn
+).

Proof. Let p > n/2 and q ≥ 1 such that 1
p + 1

q = 1. Let a be a function in
Lp(Rn

+) and λ < 2 − n
p < µ. First, we claim that the function ϕ satisfies (1.2).

Let 0 < α < 1. Since xn ≤ (1 + |x|) and yn ≤ (1 + |y|), then we remark that if
|x− y| ≤ α, then (|x|+ 1) ∼ (|y|+ 1) and consequently

|x− y| � (|y|+ 1), for y ∈ B(x, α). (2.6)

Put λ+ = max(λ, 0). So to show the claim, we use the Hölder inequality and we
distinguish the following two cases:
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Case 1. n ≥ 3. Using (2.1), (1.17) and the fact that |x − y| ≤ |x − y| and
yn ≤ (1 + |y|), we deduce that∫

B(x,α)∩Rn
+

yn

xn
G(x, y)ϕ(y)dy

≤ ‖a‖p(
∫

B(x,α)∩Rn
+

y2q
n

|x− y|(n−2)q|x− y|2qyλq
n (|y|+ 1)(µ−λ)q

dy)
1
q

≤ ‖a‖p(
∫

B(x,α)∩Rn
+

dy

|x− y|(n−2+λ+)q
)

1
q

� α2−n
p−λ+,

which tends to zero as α→ 0.

Case 2. n = 2. Using (2.1), (2.6), (1.17) and taking γ ∈ (λ+

2 ,
1
q ) in (1.19), we

obtain that∫
B(x,α)∩R2

+

y2
x2
G(x, y)ϕ(y)dy

≤ ‖a‖p(
∫

B(x,α)∩R2
+

y
(2−λ)q
2

|x− y|2q(|y|+ 1)(µ−λ)q
(log(1 +

|x− y|2

|x− y|2
))qdy)

1
q

≤ ‖a‖p(
∫

B(x,α)∩R2
+

|x− y|(2γ−λ+)q

(|y|+ 1)(µ−λ+)q|x− y|2γq
dy)

1
q

≤ ‖a‖p(
∫

B(x,α)∩R2
+

1
|x− y|2γq

dy)
1
q

� α2−2γq

which tends to zero as α→ 0.
Now, we claim that the function ϕ satisfies (1.3). Let M > 1 and put Ω := {y ∈
Rn

+ : (|y| ≥M) ∩ (|x− y| ≥ α)} and

I(x,M) :=
∫

Ω

yn

xn
G(x, y)ϕ(y)dy.

By the above argument, to show the claim we need only to prove that I(x,M) −→ 0,
as M −→ ∞, uniformly on x ∈ Rn

+. So we use the Hölder inequality and we
distinguish the following two cases:
Case 1. y ∈ D1. From (2.1), it is clear that G(x, y) � xnyn

|x−y|n . Then we have

∫
Ω∩D1

yn

xn
G(x, y)ϕ(y)dy � ‖a‖p(

∫
Ω∩D1

y
(2−λ)q
n

|y|(µ−λ)q|x− y|nq
dy)1/q.

Now we write that 2−λ = (2−λ− n
p )+ n

p and we put γ = µ− 2+ n
p . Hence, using

the fact that yn ≤ max(|y|, |x− y|), we deduce that∫
Ω∩D1

yn

xn
G(x, y)ϕ(y)dy � ‖a‖p(

∫
Ω∩D1

dy

|x− y|n|y|γq
)1/q.
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On the other hand∫
Ω∩D1

|x− y|−n|y|−γqdy

� sup
|x|≤M

2

∫
Ω∩Rn

+

|x− y|−n|y|−γqdy

+ sup
|x|≥M

2

∫
(max(M,

|x|
2 )≤|y|≤2|x|)∩Rn

+∩(|x−y|≥α)

|x− y|−n|y|−γqdy

+ sup
|x|≥M

2

∫
(|y|≥2|x|)∩Rn

+∩(|x−y|≥α)

|x− y|−n|y|−γqdy

+ sup
|x|≥2M

∫
(M≤|y|≤ |x|

2 )∩Rn
+∩(|x−y|≥α)

|x− y|−n|y|−γqdy

�
∫

(|y|≥M)

1
|y|n+γq

dy + sup
|z|≥M

2

log(3|z|
α )

|z|γq

� 1
Mγq

+ sup
|z|≥M

2

log(3|z|
α )

|z|γq
.

Case 2. y ∈ D2. From Lemma 2.10, we have that |y| ∼ |x|, yn ∼ xn ∼ |x−y|. This
implies:
If n ≥ 3, then by (2.1), we deduce that∫

Ω∩D2

yn

xn
G(x, y)ϕ(y)dy � ‖a‖p

1
xλ

n|x|µ−λ
(
∫

Ω∩B(x,cxn)

dy

|x− y|(n−2)q
)

1
q

� ‖a‖p
x

2−λ−n
p

n

|x|µ−λ

� ‖a‖p
1

Mµ−2+ n
p
.

If n = 2, then from (2.1) and (1.18) it follows that∫
Ω∩D2

y2
x2
G(x, y)ϕ(y)dy � ‖a‖p

1
xλ

2 |x|µ−λ
(
∫

Ω∩B(x,cxn)

(log(1 +
x2

2

|x− y|2
))qdy)

1
q

� ‖a‖p
x

2
q−λ
n

|x|µ−λ

� ‖a‖p
1

Mµ−2+ 2
p

.

Hence we conclude that I(x,M) converges to zero as M →∞ uniformly on x ∈ Rn
+.

This completes the proof. �

3. Proof of Theorem 1.3

Recall that θ(x) = xn

(|x|+1)n on Rn
+.

Proof of Theorem 1.3. Assuming (H1)–(H3), we shall use the Schauder fixed point
theorem. Let K be a compact of Rn

+ such that, using (H3), we have

0 < α :=
∫

K

θ(y)p(y)dy <∞.
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We put β := min{θ(x) : x ∈ K}. We note that by (2.2) there exists a constant
α1 > 0 such that for each x, y ∈ Rn

+

α1θ(x)θ(y) ≤ G(x, y). (3.1)

Then from (1.8), we deduce that there exists a > 0 such that

α1αh(aβ) ≥ a. (3.2)

On the other hand, since q ∈ K∞(Rn
+), then by Proposition 2.5 we have that

‖V q‖∞ <∞. So taking 0 < δ < 1
‖V q‖∞ we deduce by (1.9) that there exists ρ > 0

such that for t ≥ ρ we have f(t) ≤ δt. Put γ = sup0≤t≤ρ f(t). So we have that

0 ≤ f(t) ≤ δt+ γ, t ≥ 0. (3.3)

Furthermore by (2.4), we note that there exists a constant α2 > 0 such that

α2θ(x) ≤ V q(x), ∀x ∈ Rn
+, (3.4)

and from (H2) and Proposition 2.5, we have that ‖V ϕ(., aθ)‖∞ <∞. Let

b = max
{ a

α2
,
δ‖V ϕ(., aθ)‖∞ + γ

1− δ‖V q‖∞
}

and consider the closed convex set

Λ = {u ∈ C0(Rn
+) : aθ(x) ≤ u(x) ≤ V ϕ(., aθ)(x) + bV q(x),∀x ∈ Rn

+}.
Obviously, by (3.4) we have that the set Λ is nonempty. Define the integral operator
T on Λ by

Tu(x) =
∫

Rn
+

G(x, y)[ϕ(y, u(y)) + ψ(y, u(y))]dy, ∀x ∈ Rn
+.

Let us prove that TΛ ⊂ Λ. Let u ∈ Λ and x ∈ Rn
+, then by (3.3) we have

Tu(x) ≤ V ϕ(., aθ)(x) +
∫

Rn
+

G(x, y)q(y)f(u(y))dy

≤ V ϕ(., aθ)(x) +
∫

Rn
+

G(x, y)q(y)[δu(y) + γ]dy

≤ V ϕ(., aθ)(x) +
∫

Rn
+

G(x, y)q(y)[δ(‖V ϕ(., aθ)‖∞ + b‖V q‖∞) + γ]dy

≤ V ϕ(., aθ)(x) + bV q(x).

Moreover from the monotonicity of h, (3.1) and (3.2), we have

Tu(x) ≥
∫

Rn
+

G(x, y)ψ(y, u(y))dy

≥ α1θ(x)
∫

Rn
+

θ(y)p(y)h(aθ(y))dy

≥ α1θ(x)h(aβ)
∫

K

θ(y)p(y)dy

≥ α1αh(aβ)θ(x)

≥ aθ(x).

On the other hand, we have that for each u ∈ Λ,

ϕ(., u) ≤ ϕ(., aθ) and ψ(., u) ≤ [δ(‖V ϕ(., aθ)‖+ b‖V q‖∞) + γ]q. (3.5)
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This implies by Proposition (2.5) that TΛ is relatively compact in C0(Rn
+). In

particular, we deduce that TΛ ⊂ Λ.
Next, we prove the continuity of T in Λ. Let (uk)k be a sequence in Λ which

converges uniformly to a function u in Λ. Then since ϕ and ψ are continuous with
respect to the second variable, we deduce by the dominated convergence theorem
that

∀x ∈ Rn
+, Tuk(x) → Tu(x) as k →∞.

Now, since TΛ is relatively compact in C0(Rn
+), then we have the uniform conver-

gence. Hence T is a compact operator mapping from Λ to itself. So the Schauder
fixed point theorem leads to the existence of a function u ∈ Λ such that

u(x) =
∫

Rn
+

G(x, y)[ϕ(y, u(y)) + ψ(y, u(y))]dy, ∀x ∈ Rn
+. (3.6)

Finally, since q and ϕ(., aθ) are in K∞(Rn
+), we deduce by (3.5) and Proposition

(2.4), that y 7→ ϕ(y, u(y)) + ψ(y, u(y)) ∈ L1
loc(Rn

+). Moreover, since u ∈ C0(Rn
+),

we deduce from (3.6), that V (ϕ(., u) +ψ(., u)) ∈ L1
loc(Rn

+). Hence u satisfies in the
sense of distributions the elliptic equation

∆u+ ϕ(., u) + ψ(., u) = 0, in Rn
+

and so it is a solution of the problem (1.6). �

Example 3.1. Let α, β ≥ 0 such that 0 ≤ α+ β < 1 and p ∈ K∞(Rn
+). Then the

problem

∆u+ p(x)[(u(x))−γ(θ(x))γ + (u(x))α log(1 + (u(x))β)] = 0, in Rn
+

u > 0, in Rn
+

(3.7)

has a solution u ∈ C0(Rn
+) satisfying aθ(x) ≤ u(x) ≤ bV p(x), where a, b > 0.

Remark 3.2. Taking in Example 3.1 the function p(x) = 1
xλ

n(1+|x|)µ−λ , for λ < 2 <
µ, we deduce from [2, 3] that the solution of (3.7) has the following behaviour

(i) u(x) � x2−λ
n

(1+|x|)n+2−2λ , if 1 < λ < 2 and µ ≥ n+ 2− λ

(ii) u(x) � θ(x) log( 2(1+|x|)2
xn

), if λ = 1 and µ ≥ n+ 1 or λ < 1 and µ = n+ 1.
(iii) u(x) � θ(x), if λ < 1 and µ > n+ 1
(iv) u(x) � xµ−n

n

(1+|x|)2µ−n−2 , if n < µ < min(n+ 1, n+ 2− λ).

4. Proof of Theorem 1.4

In this section, we are interested in the existence of continuous solutions for the
problem (1.11). We recall that ω(x) = αxn +(1−α), x ∈ Rn

+, where α ∈ [0, 1]. We
aim to prove Theorem 1.4. So we need the following lemma

Lemma 4.1. Let q be a nonnegative function in K∞(Rn
+), then the family of

functions { ∫
Rn

+

ω(y)
ω(x)

G(x, y)|ϕ(y)|dy : ϕ ∈Mq

}
is relatively compact in C0(Rn

+).
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Proof. We remark that
ω(y)
ω(x)

=
αyn + (1− α)
αxn + (1− α)

≤ max(1,
yn

xn
) ≤ 1 +

yn

xn
.

So the result holds from Propositions 2.5 and 2.6. �

Proof of Theorem 1.4. Let λ > 0 and c := sup{λ, ‖g‖∞}. Then by (H5), there
exists a nonnegative function q := qc ∈ K∞(Rn

+), such that the map

t 7→ t(q(x)− ϕ(x, tω(x))) (4.1)

is continuous and nondecreasing on [0, c]. We denote by h(x) = αλxn+(1−α)Hg(x).
Let

Λ :=
{
u ∈ B+(Rn

+) : exp(−αq)h ≤ u ≤ h
}
.

Note that since for u ∈ Λ, we have u ≤ h ≤ c ω, then (4.1) implies in particular
that for u ∈ Λ

0 ≤ ϕ(., u) ≤ q. (4.2)
We define the operator T on Λ by

Tu(x) := h(x)− Vq(qh)(x) + Vq[(q − ϕ(., u))u](x).

First, we claim that Λ is invariant under T . Indeed, for each u ∈ Λ we have

Tu(x) ≤ h(x)− Vq(qh)(x) + Vq(qu)(x) ≤ h(x).

Moreover, by (4.2) and Corollary 2.9, we obtain

Tu(x) ≥ h(x)− Vq(qh)(x) ≥ exp(−αq)h(x).

Next, we prove that the operator T is nondecreasing on Λ. Let u, v ∈ Λ such that
u ≤ v, then from (4.1) we have

Tv − Tu = Vq[(q − ϕ(., v))v − (q − ϕ(., u))u] ≥ 0.

Now, we consider the sequence (uj) defined by u0 = h−Vq(qh) and uj+1 = Tuj for
j ∈ N. Then since Λ is invariant under T , we obtain obviously that u1 = Tu0 ≥ u0

and so from the monotonicity of T , we deduce that

u0 ≤ u1 ≤ · · · ≤ uj ≤ h.

Hence by (4.1) and the dominated convergence theorem, we deduce that the se-
quence (uj) converges to a function u ∈ Λ, which satisfies

u(x) = h(x)− Vq(qh)(x) + Vq[(q − ϕ(., u))u](x).

Or, equivalently

u− Vq(qu) = (h− Vq(qh))− Vq(uϕ(., u)).

Applying the operator (I + V (q.)) on both sides of the above equality and using
(1.14), we deduce that u satisfies

u = h− V (uϕ(., u)). (4.3)

Finally, we need to verify that u is a positive continuous solution for the problem
(1.11). Indeed, from (4.2), we have

uϕ(., u) ≤ qh ≤ cqω. (4.4)

This implies by Proposition 2.4 that either u and uϕ(., u) are in L1
loc(Rn

+). Fur-
thermore, from (4.4), we have that 1

ωuϕ(., u) ∈ Mq. Which implies by Lemma
4.1 that 1

ωV (uϕ(., u)) ∈ C0(Rn
+). In particular, we have V (uϕ(., u)) ∈ L1

loc(Rn
+).
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Hence, by (4.3), we obtain that u is continuous on Rn
+ and satisfies (in the sense of

distributions) the elliptic differential equation

∆u− uϕ(., u) = 0 in Rn
+.

On the other hand, since 1
ωV (uϕ(., u)) ∈ C0(Rn

+) and Hg(x) is bounded on Rn
+ and

satisfies limxn→0Hg(x) = g(x′), we deduce easily that limxn→0 u(x) = (1−α)g(x′)
and limxn→+∞

u(x)
xn

= αλ. This completes the proof. �

Example 4.2. Let γ > 1, α ∈ [0, 1], β > 0 and λ < 2 < µ. Let g be a nontrivial
nonnegative bounded continuous function in Rn−1 and p ∈ B+(Rn

+) satisfying

p(x) � 1
(|x|+ 1)µ−λxλ

n(xn + 1)γ−1
.

Then the problem

∆u− p(x)uγ(x) = 0, in Rn
+

lim
xn→0

u(x) = (1− α)g(x′),

lim
xn→+∞

u(x)
xn

= αβ,

(in the sense of distributions) has a continuous positive solution u satisfying

u(x) ∼ αβxn + (1− α)Hg(x).

5. Proof of Theorem 1.5

In this section, we need the following standard Lemma. For u ∈ B(Rn
+), put

u+ = max(u, 0).

Lemma 5.1. Let ϕ and ψ satisfy (H6)–(H8). Assume that ϕ ≤ ψ on Rn
+ × R+

and there exist continuous functions u, v on Rn
+ satisfying

(a) ∆u− ϕ(., u+) = 0 = ∆v − ψ(., v+) in Rn
+

(b) u, v ∈ Cb(Rn
+)

(c) u ≥ v on ∂Rn
+.

Then u ≥ v in Rn
+.

Proof of Theorem 1.5. An immediate consequence of the comparison principle in
Lemma 5.1 is that problem (1.12) has at most one solution in Rn

+. The existence
of a such solution is assured by the Schauder fixed point Theorem. Indeed, to
construct the solution, we consider the convex set

Λ = {u ∈ Cb(Rn
+) : u ≤ ‖g‖∞}.

We define the integral operator T on Λ by

Tu(x) = Hg(x)− V (ϕ(., u+))(x).

Since Hg(x) ≤ ‖g‖∞, for x ∈ Rn
+, we deduce that for each u ∈ Λ,

Tu ≤ ‖g‖∞, in Rn
+.

Furthermore, putting q = ϕ(., ‖g‖∞), we have by (H8) that q ∈ K∞(Rn
+). So

by (H6), we deduce that V (ϕ(., u+)) ∈ V (Mq). This together with the fact that
Hg ∈ Cb(Rn

+) imply by Proposition 2.5 that TΛ is relatively compact in Cb(Rn
+)

and in particular TΛ ⊂ Λ.
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From the continuity of ϕ with respect to the second variable, we deduce that
T is continuous in Λ and so it is a compact operator from Λ to itself. Then by
the Schauder fixed point Theorem, we deduce that there exists a function u ∈ Λ
satisfying

u(x) = Hg(x)− V (ϕ(., u+))(x).

This implies, using Proposition 2.4 and the fact that V (ϕ(., u+)) ∈ C0(Rn
+), that u

satisfies in the sense of distributions

∆u− ϕ(., u+) = 0

lim
xn→0

u(x) = g(x′).

Hence by (H7) and Lemma 5.1, we conclude that u ≥ 0 in Rn
+. This completes the

proof. �

Corollary 5.2. Let ϕ satisfying (H6)–(H8) and g be a nontrivial nonnegative
bounded continuous function in Rn−1. Suppose that there exists a function q ∈
K∞(Rn

+) such that

0 ≤ ϕ(x, t) ≤ q(x)t on Rn
+ × [0, ‖g‖∞]. (5.1)

Then the solution u of (1.12) given by Theorem 1.5 satisfies

e−αqHg(x) ≤ u(x) ≤ Hg(x).

Proof. Since u satisfies the integral equation

u(x) = Hg(x)− V (ϕ(., u))(x),

using (1.15), we obtain

u− Vq(qu) = (Hg − Vq(qHg))− (V (ϕ(., u))− Vq(qV (ϕ(., u)))

= (Hg − Vq(qHg))− Vq(ϕ(., u)).

That is,
u = (Hg − Vq(qHg)) + Vq(qu− ϕ(., u)).

Now since 0 < u ≤ ‖g‖∞ then by (5.1), the result follows from Corollary 2.9. �

Example 5.3. Let g be a nontrivial nonnegative bounded continuous function in
Rn−1. Let σ > 0 and q ∈ K∞(Rn

+). Put ϕ(x, t) = q(x)tσ. Then the problem

∆u− q(x)uσ = 0, in Rn
+

lim
xn→0

u(x) = g(x′)

(in the sense of distributions) has a positive bounded continuous solution u in Rn
+

satisfying
0 ≤ Hg(x)− u(x) ≤ ‖g‖σ

∞V q(x).

Furthermore, if σ ≥ 1, we have by Corollary 5.2 that for each x ∈ Rn
+

e−αqHg(x) ≤ u(x) ≤ Hg(x).
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