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NONSMOOTHING IN A SINGLE CONSERVATION LAW WITH

MEMORY

G. GRIPENBERG

Abstract. It is shown that, provided the nonlinearity σ is strictly convex, a
discontinuity in the initial value u0(x) of the solution of the equation

∂

∂t

(
u(t, x) +

∫ t
0
k(t− s)(u(s, x)− u0(x)) ds

)
+ σ(u)x(t, x) = 0,

where t > 0 and x ∈ R, is not immediately smoothed out even if the memory
kernel k is such that the solution of the problem where σ is a linear function
is continuous for t > 0.

1. Introduction and statement of results

The purpose of this paper is to show that, provided the nonlinearity σ is strictly
convex, a discontinuity in the initial value u(0, x) = u0(x) of the solution of the
equation

∂

∂t

(
u(t, x) +

∫ t
0

k(t− s)
(
u(s, x)− u0(x)

)
ds

)
+ σ(u)x(t, x) = 0, (1.1)

where t > 0 and x ∈ R, is not immediately smoothed out. Recall that if the
equation is linear, i.e., σ(r) = r, and if k is nonnegative, nonincreasing, and locally
integrable with limt↓0 k(t) = +∞, then the solution u is continuous when t > 0;
see [8, Thm. 3], (where the notation differs somewhat from the one used here) or
see the argument in the proofs below. If one has k = 0, then it is well known
and easy to check that discontinuities in the initial value for the conservation law
ut(t, x) + σ(u)x(t, x) = 0 are not smoothed out and that in fact discontinuities can
appear in the solution even if the initial value is smooth provided σ is not linear.
(But there is of course no smoothing effect in the linear case.) These results can
also be established in the case where k is assumed to be of bounded variation (and
thus bounded). On the other hand, it follows from [5, Thm. 1, 2] that the solution
of the equation

∂

∂t

∫ t
0

k(t− s)
(
u(s, x)− u0(x)

)
ds+ σ(u)x(t, x) = 0, (1.2)

Mathematics Subject Classification. 35L65, 35L67, 45K05.
Key words. conservation law, discontinuous solution, memory.
c©2001 Southwest Texas State University.
Submitted September 11, 2000. Published January 11, 2001.

1



2 G. GRIPENBERG EJDE–2001/08

is continuous when t > 0 provided the initial value has bounded variation (but is
not necessarily continuous), k is locally integrable, nonnegative, non-increasing, log-
convex, and limt↓0 k(t) = +∞ and provided σ is continuous and strictly increasing.
Thus one sees that for equation (1.2), in contrast to equation (1.1), there is not
much difference between the continuity properties of the solution in the linear and
the nonlinear case.
This paper does not answer the question whether equation (1.1) has discontin-

uous solutions with continuous initial values in the case limt↓0 k(t) = +∞ too.
Note also that the problem considered here is to a large extent only a model

problem; the more interesting cases are the ones where one considers systems of
conservation laws and wants to investigate the effect of memory terms. In particu-
lar, in certain cases these systems can be written as higher order equations and then
one is led to consider the question of how the qualitative properties of the solutions
change when one goes from the wave equation utt = σ(ux)x to the diffusion equa-
tion ut = σ(ux)x by considering equations of the form Dαt (ut) = σ(ux)x (where D

α
t

is a fractional derivative of order α ∈ (0, 1)) or of the form γutt+D
α
t (ut) = σ(ux)x

which can be written in the form ∂
∂t (γut(t, x) +

∫ t
0 k(t − s)

(
ut(s, x) − u1(x)

)
ds =

σ(ux)x(t, x).
For some further results on equation (1.1), see for example [3] and [4]. Here we

prove the following result.

Theorem 1. Assume that

I. k ∈ L1loc(R
+;R) is nonnegative, non-increasing, and absolutely continuous on

(0,∞) with

sup
0<t<1

tα+1|k′(t)| <∞,

for some α ∈ (0, 1);
II. σ ∈ C2(R;R) is strictly increasing and strictly convex on [0, 1].

Then there is an entropy solution of equation (1.1) with initial condition u0(x) =
χ(−∞,0](x) which has a discontinuity along a curve starting at the origin.

See [1, Def. 6] for the definition of an entropy solution of (1.1); this definition is, of
course, a direct generalization of the concept of entropy solutions of a conservation
law, (i.e., the case k = 0).
The idea of the proof is roughly the following. First we consider the case where

k(0) < ∞ and then it is quite straightforward to show that the solution has a
discontinuity of the desired kind, because in this case the equation is a sufficient
”nice” perturbation of the conservation law ut + σ(u)x = 0. Next we have to show
that this discontinuity does not disappear when k(0) grows to infinity and for this
purpose we consider a linearization of equation (1.1) that can be solved ”explicitly”.
The coefficient in the linear equation must be chosen appropriately and here the
Rankine-Hugoniot relation that gives the speed of propagation of a discontinuity is
crucial.
We need the following (somewhat strange looking) result that can be used to

obtain an upper bound on the time derivative of the fundamental solution of the
linear problem.

Theorem 2. Assume that

I. ψ and Ψ are measurable functions such that 0 ≤ ψ(t) ≤ Ψ(t) for all t > 0;



EJDE–2001/08 NONSMOOTHING IN A SINGLE CONSERVATION LAW 3

II.
∫∞
0

1
1+tΨ(t) dt <∞;

III. supt>0 sups≥t/2
Ψ(s)
Ψ(t) <∞;

IV. φ is a nonnegative measurable function on R+ such that
∫∞
0 φ(t) dt ≤ 1 and

tφ(t) = ψ(t)η +

∫ t
0

ψ(t− s)φ(s) ds, t > 0, (1.3)

where η ∈ [0, 1].

Then there are positive constants C and T , which depend only on Ψ, such that

φ(t) ≤ C
Ψ(t)

t
, t ≥ T. (1.4)

Note that it would be sufficient to assume that the equation holds almost every-
where, if one may change the values of u on a set of measure zero. As one easily
sees the claim of this theorem is intuitively quite obvious, but unfortunately I have
not been able to find a proof that does not involve too many technicalities.

2. Proofs

Proof of Theorem 1. We may without loss of generality assume that σ(0) = 0, and
since we will show that 0 ≤ u(t, x) ≤ 1 for t ≥ 0 and x ∈ R we may assume that σ
is strictly increasing on R, and not just on [0, 1].
In order to show that there is an entropy solution u of (1.1) such that u(t, x) = 1

for t > 0 and x ≤ 0 and u is nondecreasing in its first variable and non-increasing
in its second one, we argue as follows, see [1] and [6]: If we let D(A) = { v ∈
L1(R+;R) | σ(v) ∈ AC(R+;R), v(0) = 1, σ(v)′ ∈ L1(R+;R) } and define A(v) =
σ(v)′ for v ∈ D(A), then A is a closed, m-accretive operator in L1(R+;R), that
in addition satisfies certain natural monotonicity properties, see [6, Lemma 3]. By
[1, Thm. 1] there is a generalized solution u ∈ C(R+;L1(R+;R)) of the equation

u′(t) + d
dt

∫ t
0
k(t− s)u(s) ds +A(u(t)) 3 0, t ≥ 0, u(0) = 0. By the argument used

in the proof of [6, Thm. 5] one sees that this function u(t, x) is nondecreasing in
its first and non-increasing in its second variable. We extend this solution as 1 for
x ≤ 0 and then use the same argument as in the proof of [1, Thm. 7] to show that
we have an entropy solution.
If we replace u by the function (t, x) 7→ u(t, λx) we get a solution of equation

(1.1) where σ has been replaced by 1λσ. Thus we may without loss of generality
assume that σ(1) < 1 < σ′(1). Since σ is continuously differentiable it follows that
there are constants µ and η ∈ (0, 1) such that

σ(y) ≤ 1− µ ≤ 1 ≤ σ′(y), y ∈ [1− η, 1]. (2.1)

Suppose that

k ∈ C2(R+;R). (2.2)

Next we shall show that in this case the solution has a discontinuity (just as in the
case where k = 0). We write (1.1) as

ut(t, x) + σ(u)x(t, x) + g(u(t, x), t, x) = 0, (2.3)

where

g(v, t, x) = k(0)v +

∫ t
0

k′(t− s)u(s, x) ds, (2.4)
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and where we thus assume that the function u appearing in the integral is a known
function. It is clear that

|g(v, t, x)| ≤ k(0), g(u(t, x), t, x) ≥ 0, v ∈ [0, 1], t ≥ 0, x ∈ R. (2.5)

If one uses the fact that u is a weak solution of (2.3), then one sees that the function
x 7→ σ

(
u(t, x)

)
is Lipschitz continuous in L1([0, T ];R) for each T > 0. Since we

are going to show that there is a point t0 such that u(t, x) ∈ {0} ∪ [1 − η, 1] when
0 ≤ t ≤ t0 and x ∈ R, we may without loss of generality assume that σ′(0) > 0 and
it follows that the function x 7→ u(t, x) is Lipschitz continuous in L1([0, T ];R) and
therefore g is Lipschitz continuous. Since the function x→ u(t, x) is non-increasing,
we can apply the results from [2] and we recall that a generalized characteristic
satisfies the equation

ξ′(t) =



σ′
(
u(t, ξ(t))

)
, if u(t, ξ(t)+) = u(t, ξ(t)−),

σ
(
u(t,ξ(t)+)

)
−σ
(
u(t,ξ(t)−)

)
u(t,ξ(t)+)−u(t,ξ(t)−) , otherwise.

(Note that in [2] it is assumed that the function g is continuously differentiable,
but it is sufficient for the conclusions needed here that it is Lipschitz continuous.)
Observe that if u(t, x) = 0, then g

(
u(t, x), t, x

)
= 0 as well and therefore it follows

from (2.5) and from [2, Thm. 3.2, 3.3] that if one follows a maximal backward
characteristic from a point (t, x) where t < 1

k(0) and u(t, x) > 0, then one can

conclude that u(t, x) > 1− tk(0). Thus we see that if we define the function ϕ by

ϕ(t)
def
= inf{ x > 0 | u(t, x) = 0 },

then we have u(t, ϕ(t)−) ≥ 1 − tk(0) when t < 1
k(0) . There is, by [2, Thm. 4.1], a

unique characteristic starting at (0, 0) and it must be ϕ. We may and will assume
that u is continuous from the left in its second variable and thus we conclude that
for almost every t > 0 we have

ϕ′(t) =
σ
(
u(t, ϕ(t))

)
u(t, ϕ(t))

. (2.6)

We let h be the inverse of ϕ and hence we have for almost every x:

h′(x) =
u(h(x), x)

σ
(
u(h(x), x)

) . (2.7)

Now we must show that there is a positive number t0, independent of the as-
sumption (2.2) such that

u(t, x) ≥ 1− η, x ≤ ϕ(t), 0 ≤ t ≤ t0. (2.8)

(Recall that η was defined in (2.1).) Once we have done this, the desired conclusion
follows from [1, Thm. 1, 7.(f)].
Let v be the solution of the linear problem

∂

∂t

(
v(t, x) +

∫ t
0

k(t− s)
(
v(s, x) − v0(x)

)
ds

)
+ vx(t, x) = 0,

for t > 0 and x ∈ R where v0 = χR− . Equivalently one can consider the problem
for x > 0 with boundary value v(t, 0) = 1. Thus v is nondecreasing in its first
variable and non-increasing in its second variable by the result given above for the
nonlinear case.
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The Laplace transform of v (with respect to its first variable) is given by

v̂(z, x) =
1

z
e−zx−zk̂(z)x, x ≥ 0,<z > 0.

The derivative of v with respect to t is thus a measure that has Laplace-Stieltjes

transform e−zx−zk̂(z)x and we see that it consists of a translation of a nonnegative

measure with Laplace-Stieltjes transform e−zk̂(z)x, see [9, Prop. 4.2, 4.3]. This
measure in turn has a point-mass of size e−k(0)x at 0 and therefore we consider the
measure w whose Laplace transform is given by

ŵ(z, x) = e−zk̂(z)x − e−k(0)x, x ≥ 0.

It is clear that w does not have a nonzero point-mass at 0. Next we differentiate

both sides of this equation with respect to z and use the fact that ddz (zk̂(z)) is the

Laplace transform of the function P (t)
def
= −tk′(t). Since the convolution of a locally

integrable function and a measure is a locally integrable function we conclude that
tw(dt, x) is given by a locally integrable function and we get (with a slight abuse
of notation) that

tw(t, x) = xP (t)e−k(0)x + x

∫ t
0

P (t− s)w(s, x) ds. (2.9)

The conclusion we can draw is that

vt(dt, x) = w(t− x, x) dt+ e
−k(0)xδx(dt). (2.10)

When we restrict ourselves to x > 0 we can rewrite equation (1.1) as

∂

∂t

(
u(t, x) +

∫ t
0

k(t− s)u(s, x) ds

)
+ ux(t, x) = F (t, dx),

where F = ∂
∂x

(
u − σ(u)

)
. Take Laplace transforms (with respect to t) and solve

the differential equation with respect to x that one gets. Then one sees that u can
be written in the form

u(t, x) = v(t, x) +

∫
[0,x]

∫
[0,t]

vt(ds, x− y)F (t− s, dy).

We take t to be so small that u(t, x) > 1 − η when x ≤ ϕ(t). We note that
F consists of two parts, one nonnegative coming from the points where h(x) < t
so that σ′(u(t, x)) ≥ 1 and another non-positive point-mass when h(x) = t. The
absolute value of this point-mass is clearly less than 1. Since v is nondecreasing in
its first variable, we get

u(t, x) ≥ v(t, x) −

∫
[(t−h(x))+,t]

vt(ds, x− ϕ(t− s)), (2.11)

because if s < t − h(x), then h(y) ≤ h(x) < t − s when y ∈ [0, x]. By (2.7), the
fact that 0 ≤ u(h(x), x) ≤ 1, and by the assumption that σ is convex we have
h′(x) ≥ 1

σ(1) ≥
1
1−µ > 1 so that if t > h(x) then t− h(x− s) > h(x)− h(x− s) > s

when s ∈ [0, x] and it follows that ϕ(t− s) > x− s. That is, we have

s > x− ϕ(t− s), 0 ≤ s ≤ t, t > h(x).
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By (2.10) and (2.11) we therefore get

u(t, x) ≥ v(t, x)−

∫ t
t−h(x)

w
(
s−
(
x− ϕ(t− s)

)
, x− ϕ(t− s)

)
ds, t > h(x).

Since we assume that u is continuous from the left and nonincreasing in its sec-
ond variable and since the function t 7→ u(t, x) is continuous in L1(R+;R), we
conclude that limt↓h(x) u(t, x) = u(h(x), x). Moreover, because h(x) > x we
have limt↓h(x) v(t, x) = v(h(x), x). Thus we conclude after changing variables
s = h(x) − h(y) that

u(h(x), x) ≥ v(h(x), x) −

∫ x
0

h′(y)w
(
h(x)− h(y)− (x− y), x− y

)
dy. (2.12)

Let us now return to equation (2.9). Since we only consider small values of t we
may without loss of generality assume that there is a constant c1 (independent of
the assumption (2.2)), such that

|k′(t)| ≤ c1t
−α−1, t > 0. (2.13)

Let x > 0 and replace t by tx
1
α in (2.9). After a change of variables in the integral

we get the equation

tφ(t) = xP (tx
1
α )e−k(0)x +

∫ t
0

xP
(
(t− s)x

1
α

)
φ(s) ds,

where we have defined φ(t) = x
1
αw(tx

1
α , x). Now 0 ≤ xP (tx

1
α ) ≤ c1t

−α and∫∞
0
φ(t) dt = ŵ(0, x) = 1 − e−k(0)x ≤ 1 and therefore it follows from Theorem 2

that there is a constant c2 depending only on c1 and α such that φ(t) ≤ c2t
−α−1

when t ≥ c2. By the definition of φ this implies that

w(t, x) ≤ c2t
−α−1x, t ≥ c2x

1
α . (2.14)

By (2.10) we have

v(t, x) = 1−

∫ ∞
t

w(s − x, x) ds, t > x > 0. (2.15)

By (2.7) and (2.8) we have

1

1− µ
≤ h′(x) ≤

1

σ(1 − η)
, x ≤ ϕ(t0), (2.16)

so that h(x) ≥ x
1−µ when x ≤ ϕ(t0). If, in addition, x < (

1−µ
µ c2)

− α
1−α and s ≥ h(x),

then s− x > c2x
1
α . Thus we get from (2.15)

v(t, x) ≥ 1− c2

∫ ∞
t

(s− x)−α−1xds = 1−
c2

α
(t− x)−αx

≥ 1−
c2

α

(1− µ
µ

)α
x1−α, t ≥ h(x), x ≤ min

{
ϕ(t0), (

1−µ
µ
c2)
− α
1−α

}
. (2.17)
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With the aid of (2.16) we conclude that∫ x
0

h′(y)w
(
h(x)− h(y)− (x− y), x− y

)
dy

≤
1

σ(1 − η)

∫ x
0

c2

( µ

1− µ

)−α−1
y−α dy =

1

(1 − α)σ(1 − η)
c2

( µ

1− µ

)−α−1
x1−α,

x ≤ min
{
ϕ(t0), (

1−µ
µ
c2)
− α
1−α

}
. (2.18)

When we combine (2.17) and (2.18) we conclude from (2.12) that u(h(x), x) >
1 − η for sufficiently small values of x, that is, we have established (2.8) with t0
independent of k(0) and the smoothness assumptions on k. This completes the
proof.

Proof of Theorem 2. Let

f1(t) =
Ψ(t)

t
+
1

t

∫ 1
0

Ψ(t− s)φ(s) ds, t ≥ 1.

It follows that f1 ∈ L1([1,∞);R), with an upper bound on the norm depending on
Ψ only.
Let ϕ be the solution to the equation

ϕ(t) a.e.= f1(t) +
1

t

∫ t
1

Ψ(t− s)ϕ(s) ds, t ≥ 1. (2.19)

Such a solution ϕ ∈ L1([1,∞);R) exists by [7, Thm. 9.3.6, Cor. 9.3.14] when
one observes that sups≥τ

∫∞
s
1
t
|Ψ(t − s)| dt < 1 for sufficiently large values of τ .

Moreover, it follows from [7, Cor. 9.3.18] and the fact that Ψ is nonnegative that
we have

φ(t)
a.e.
≤ ϕ(t), t ≥ 1. (2.20)

Now there is a point t∗ ∈ [2, 3] (in fact a set with positive measure of such points)
so that ϕ(t∗) ≤ ‖ϕ‖L1([1,∞)), and it follows from (2.19) that

1

t∗

∫ t∗
0

Ψ(t∗ − s)ϕ(s) ds ≤ ‖ϕ‖L1([1,∞)).

Using (III) we see that there is a constant c3 such that

f2(t)
def
= f1(t) +

1

t

∫ t∗
1

Ψ(t− s)ϕ(s) ds ≤ c3, t ≥ t∗.

Thus we have

ϕ(t) a.e.= f2(t) +
1

t

∫ t
t∗

Ψ(t− s)ϕ(s) ds, t ≥ t∗, (2.21)

and it follows from [7, Thm. 9.3.6, Cor. 9.3.14] (where we now use the fact that

supt≥τ
1
t

∫ t
τ
|Ψ(t−s)| ds < 1 for sufficiently large values of τ) that there is a constant

c4 such that

ϕ(t)
a.e.
≤ c4, t ≥ t∗. (2.22)

Thus we see that the convolution term is continuous, at least when t ≥ t∗ and
therefore we may assume that equation (2.19) and inequalities (2.20) and (2.22)
hold for all values t > t∗.
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Since limt→∞
1
t

∫ t
0
Ψ(s) ds = 0 by (II) we can choose a number T > t∗ such that

1

t

∫ t
0

Ψ(s) ds <
1

4

1

supt>0 sups≥t/2
Ψ(s)
Ψ(t)

, t ≥ T. (2.23)

Now it is clear that there is a constant c5 such that

f2(t) ≤ c5
Ψ(t)

t
, t ≥ T,

and therefore we have by (2.21),

ϕ(t) ≤ c5
Ψ(t)

t
+
1

t

∫ max{T,t/2}
t∗

Ψ(t− s)ϕ(s) ds

+
1

t

∫ t
max{T,t/2}

Ψ(t− s)ϕ(s) ds, t ≥ T. (2.24)

Using the fact that ϕ is integrable one sees by (III) that there is a constant c6 such
that

1

t

∫ max{T,t/2}
t∗

Ψ(t− s)ϕ(s) ds ≤ c6
Ψ(t)

t
, t ≥ T. (2.25)

Define v(t) = tϕ(t)/Ψ(t). Then one has by our choice of T in (2.23) and by
inequalities (2.24) and (2.25) that

v(t) ≤ c5 + c6 +
1

2
max
s∈[T,t]

v(s), t ≥ T,

and this inequality implies that

ϕ(t) ≤ 2(c5 + c6)
Ψ(t)

t
, t ≥ T.

The proof is complete.
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