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Some properties of Palais-Smale sequences with

applications to elliptic boundary-value problems ∗

Chao-Nien Chen & Shyuh-yaur Tzeng

Abstract

When using calculus of variations to study nonlinear elliptic boundary-
value problems on unbounded domains, the Palais-Smale condition is not
always satisfied. To overcome this difficulty, we analyze Palais-Smale
sequences, and use their convergence to justify the existence of critical
points for a functional. We show the existence of positive solutions us-
ing a minimax method and comparison arguments for semilinear elliptic
equations.

§0 Introduction

The goal of this paper is to investigate the existence of positive solutions for a
class of elliptic boundary value problems of the form:

∆u− a(x)u + f(x, u) = 0, u ∈W 1,2
0 (Ω), (0.1)

where Ω ⊂ RN is a connected unbounded domain with smooth boundary ∂Ω.
Our approach to (0.1) involves the use of variational method of a mini-max
nature. We seek solutions of (0.1) as critical points of the functional J associated
with (0.1) and given by

J(u) =

∫
Ω

[
1

2
(|∇u|2 + a(x)u2)− F (x, u)]dx, (0.2)

where F (x, y) =
∫ y
0
f(x, η)dη.

It is assumed that the function a(x) is locally Hölder continuous and satisfies

a1 ≥ a(x) ≥ a2 > 0 for all x ∈ Ω̄. (0.3)

The basic assumptions for the function f are

(f1) f ∈ C1(Ω̄× R,R) and limy→0
f(x,y)
y = 0 uniformly in x ∈ Ω̄.
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(f2) There is a constant a3 such that |
∂f
∂y
(x, y)| ≤ a3(1 + |y|p−1) for all x ∈ Ω̄

and y ∈ R, where 1 < p < N+2
N−2 if N > 2 and 1 < p <∞ if N = 1, 2.

(f3) There is a λ > 0 such that 0 < (λ+2)F (x, y) ≤ f(x, y)y for all x ∈ Ω̄ and
y ∈ R\{0}.

Let E =W 1,2
0 (Ω) be the completion of C

∞
0 (Ω) under the norm

‖u‖ = (

∫
Ω

(a(x)u2 + |∇u|2)dx)1/2. (0.4)

The assumptions listed above imply that J ∈ C1(E,R). Moreover, standard
arguments from elliptic regularity theory show that critical points of J on E
are classical solutions of (0.1). To prove the existence of critical points of func-
tionals like (0.2), one generally needs some compactness as embodied by the
Palais-Smale condition (PS) or one of its variants. (PS) says whenever {J(um)}
is bounded and J ′(um)→ 0 as m→∞, the sequence {um} possesses a conver-
gent subsequence. Unfortunately, when one deals with elliptic boundary value
problems on unbounded domains, (PS) does not always hold. For example, if
Ω = R2, a(x) ≡ 1 and f(x, y) = |y|p−1y, it is known that there is a positive
solution u(x) of (0.1). The sequence of translates vm(x) = u(x + xm) does not
possess a (strongly) convergent subsequence in E if |xm| → ∞ as m→∞.
Given ε > 0, by (f1) and (f2), there is a Cε > 0 such that

0 ≤ |f(x, u)| ≤ εu+ Cε|u|
p (0.5)

and
0 ≤ F (x, u) ≤ εu2 + Cε|u|

p+1. (0.6)

Hence

J(u) =
1

2
‖u‖2 + ◦(‖u‖2) as ‖u‖ → 0 (0.7)

and there are positive numbers ρ and σ such that

J(u) ≥ σ for all u ∈ E with ‖u‖ = ρ. (0.8)

On the other hand, the hypothesis (f3) implies that F (x, y) grows more rapidly
than quadratically as |y| → ∞. Hence for any u ∈ E\{0}, J(tu)→ −∞ as t→
∞. In other words, u = 0 is a strict local minimum but not a global minimum
of J . Let Ib = {u ∈ E|J(u) ≤ b} and Γ = Γ(Ω) = {γ ∈ C([0, 1], E)|γ(0) =
0, γ(1) ∈ I0\{0}}. The Mountain Pass Theorem guarantees a critical value β
defined by

β = β(Ω) = inf
γ∈Γ
max
t∈[0,1]

J(γ(t)), (0.9)

provided that the Palais-Smale condition is satisfied. Nevertheless, there are
some examples for which any sequence {vm} ⊂ E with J(vm)→ β and J ′(vm)→
0 as m → ∞ possesses no convergent subsequence; in this case there is no
solution u of (0.1) with J(u) = β.
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Although the mini-max structure of (0.9) does not guarantee that there is
a critical point u ∈ E with J(u) = β, we can analyze Palais-Smale sequences
to justify if there exist positive solutions of (0.1). Our analysis is based on
some comparison arguments which will be described as follows. Let {Ωk} be
a sequence of subsets of Ω such that (Ω ∩ Sk+1) ⊂ Ωk ⊂ (Ω ∩ Sk) and Ek =
W 1.2
0 (Ω

◦
k) with the norm

‖u‖k = (

∫
Ωk

(a(x)u2 + |∇u|2)dx)1/2,

where Ω◦k is the interior of Ωk and Sk = {x ∈ R
N ||x| ≥ k}. For v ∈ Ek+1, it

can be identified with an element of Ek by extending v to be zero on Ω
◦
k\Ω

◦
k+1.

The inclusions

Ek+1 ⊂ Ek ⊂ . . . ⊂ E (0.10)

will be used without mentioned explicitly and Jk will be the restriction of J to
Ek.

Since our interest in this paper is focused on the positive solutions of (0.1),
a well known device will be used by setting f(x, y) = 0 if y < 0. A sequence
{um} ⊂ E is called a (PS)c sequence if J(um) → c and J ′(um) → 0 as m →
∞. If any (PS)c sequence possesses a convergent subsequence, we say (PS)c
condition is satisfied. Let Λ(Ω) be the set of positive number c such that there
exists a (PS)c sequence. The set Λ(Ω) in particular contains all the positive
critical values of J . Let δ = δ(Ω) be the infimum of Λ(Ω). It will be shown that
Λ(Ω) is a nonempty set and δ(Ω) is a positive number. On the restriction Jk,
we define the set Λ(Ωk) and its infimum δk ≡ δ(Ωk) by the same manner.

Theorem 1 There exists a positive solution u of (0.1) with J(u) = δ, provided
that δ 6∈ Λ(Ωk) for some k ∈ N .

Remark 1 The choice of {Ωk} is not unique. For instance, we may take Ωk ⊃

Ωk+1 and (Ω\S̃k) ⊃ Ωk ⊃ (Ω\S̃k+1), where {S̃k+1} is a sequence of compact

sets such that S̃k+1 ⊃ S̃k and ∪∞k=1S̃k = R
N .

When β > δ, it is possible to have multiple solutions for (0.1).

Theorem 2 There are at least two positive solutions of (0.1) if δ < β < δk for
some k ∈ N .

A sufficient condition for β(Ω) = δ(Ω) is the following

(f4) For fixed x ∈ Ω, f(x,y)
y
is an increasing function of y for y ∈ (0,∞) and

limy→∞
f(x,y)
y
=∞ uniformly in Ω.

In this case, it can be shown that {δk} is a nondecreasing sequence and δk ≥ β
for all k. Therefore Theorem 1 can be recast as
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Theorem 1’ Assume, in addition to (f1)-(f3), that (f4) is satisfied. Then there
exists a positive solution of (0.1) if

β < lim
k→∞

δk. (0.11)

Moreover, one can verify that the (PS)β condition is satisfied.

Theorem 3 Assume (f1)-(f4) are satisfied. Then the (PS)β condition is sat-
isfied if and only if (0.11) holds.

On the other hand, it is not totally clear yet whether there is a positive
solution of (0.1) if β = limk→∞ δk. Some examples we know of in this direction
will be discussed. Also, a different minimax approach from (0.9) will be consid-
ered to obtain a positive solution u with J(u) > β. The detailed description of
such a minimax approach will be given at the end of section 5. As a matter of
fact, the existence of a positive solution u of (0.1) with J(u) > β is an interest-
ing and challenging question. Although we don’t have a complete answer, our
investigation might serve as a starting point of understanding this question.
There is a seizable literature [ABC, DF, FW, O1, R3, W] on the study of

positive solutions of (0.1) for the case Ω = RN . The interested readers may
consult [N] for more complete references.
In the proofs that follow, we will routinely takeN ≥ 3. The proofs for N = 1

or 2 are not more complicated.

§1 Preliminaries

As mentioned in the introduction, the Mountain Pass Theorem cannot be di-
rectly applied to obtain the existence of positive solutions of (0.1), since veri-
fication of (PS) may not be possible. An alternate approach is to analyze the
behavior of Palais-Smale sequences. In this section, several technical results will
be established. We begin with the Frechet differentiability of the functional J.
A detailed proof of Proposition 1 can be found in [CR].

Proposition 1 If f satisfies (f1)-(f3) then J ∈ C1(E,R).

Next we prove the boundedness of Palais-Smale sequences.

Lemma 1 If {un} is a (PS)c sequence then there is a constant K (depending
on c) such that ‖un‖ ≤ K for all n.

Proof. Since J ′(un)→ 0 as n→∞, if n is large then

‖un‖
2 −

∫
f(x, un)undx = J

′(un)un = o(1)‖un‖. (1.1)

Hence

c = J(un) + o(1) = J(un)−
1

2
J ′(un)un + o(1)(1 + ‖un‖)

≥ (
1

2
−

1

λ+ 2
)

∫
Ω

f(x, un)undx+ o(1)(1 + ‖un‖), (1.2)
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where the last inequality follows from (f3).Substituting (1.1) into (1.2) yields

c ≥ (
1

2
−

1

λ+ 2
)‖un‖

2 + o(1)(1 + ‖un‖), (1.3)

which completes the proof.

Corollary 1 If {un} is a (PS)c sequence then

lim
n→∞

sup ‖un‖ ≤

(
2c(λ+ 2)

λ

)1/2
. (1.4)

Proof. It directly follows from (1.3) and Lemma 1.

Corollary 2 If u ∈ E, and J ′(u) = 0 then

J(u) ≥
λ

2(λ+ 2)
‖u‖2. (1.5)

Proof. Note that (1.5) is trivially satisfied when u ≡ 0. If u 6≡ 0, (1.5) follows
from (1.3) by letting un = u for all n.

Lemma 2 There exists a (PS)β sequence, where β is the mountain pass mini-
max value defined in (0.9).

Lemma 2 follows from deformation theory and its proof is omitted. Note
that β > 0 by (0.8) and (0.9). Thus Λ(Ω) is non-empty.

Proposition 2 If (f1)-(f3) are satisfied then δ(Ω) > 0.

Proof. Let {un} be a (PS)c sequence, where c > 0. Applying the Hölder
inequality and the Sobolev inequality yields(∫

Ω

|un|
p+1dx

) 1
p+1

≤ C1‖un‖
q · ‖un‖

1−q = C1‖un‖, (1.6)

where q =
(
N
p+1 −

(N−2)
2

)
∈ (0, 1). It follows from Corollary 1 that

∣∣∣∣∫
Ω

f(x, un)undx

∣∣∣∣ ≤ ε‖un‖2 + CεCp+11

(
3c(λ+ 2)

λ

) p−1
2

‖un‖
2. (1.7)

Choose ε < 1
8 and c̄ > 0 such that CεC

p+1
1

(
3c̄(λ+2)
λ

) p−1
2

< ε. If c < c̄ then∣∣∣∣J ′(un) un‖un‖
∣∣∣∣ = (‖un‖2 − ∫

Ω

f(x, un)undx

)
‖un‖

−1 ≥
1

2
‖un‖

which implies ‖un‖ → 0 and consequently J(un)→ 0 as n→ ∞. This violates
limn→∞ J(un) = c > 0.Therefore there is no (PS)c sequence if c ∈ (0, c̄). So
δ(Ω) ≥ c̄ > 0.
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Proposition 3 If u ∈ E which satisfies J ′(u) = 0 and J(u) > 0, then u is a
positive solution of (0.1).

To prove Proposition 3, we will use the following proposition which is a direct
consequence of maximum principle.

Proposition 4 If u is a solution of (0.1), u ≥ 0 in Ω and u = 0 at some x ∈ Ω
then u ≡ 0 in Ω.

Proof of Proposition 3. By elliptic regularity theory, any critical point of J
is a classical solution of (0.1). Let u−(x) = max(−u(x), 0). Since∫

Ω

(∇u · ∇u− + a(x)uu−)dx−

∫
Ω

f(x, u)u−dx = J ′(u)u− = 0, (1.8)

it follows that ‖u−‖2 =
∫
Ω f(x, u)u

− = 0. Hence u ≥ 0 in Ω.
Suppose u(x) = 0 for some x ∈ Ω, then by Proposition 4 we get u ≡ 0, which

contradicts J(u) > 0. Therefore u > 0 in Ω.
The next lemma indicates the relationship between Palais-Smale sequences

and critical points of J . We refer to [CR] for a detailed proof.

Lemma 3 Let {un} be a (PS)c sequence. Then there exist a ū ∈ E and a
subsequence {unk} such that

unk → ū weakly in E and strongly in Lp+1loc (Ω), 1<p<(N + 2)/(N − 2) (1.9)

and unk → ū a.e.. Moreover, J ′(ū) = 0 and J(ū) ≤ c.
In the remaining of this section, we state some properties of Palais-Smale

sequences.

Lemma 4 Let {un} be a (PS)c sequence and Qr = Ω∩Br, where Br = {x||x| <
r}. Suppose there is an increasing sequence {rn} such that limn→∞ rn =∞ and

lim
n→∞

∫
Q2rn

|un|
2dx = 0. (1.10)

Then

lim
n→∞

∫
Qrn

|∇un|
2dx = 0, lim

n→∞

∫
Qrn

f(x, un)undx = 0, (1.11)

and

lim
n→∞

∫
Q2rn

|un|
p+1dx = 0 if 1 < p < (N + 2)/(N − 2). (1.12)

Proof. Let φn ∈ C∞0 (R
n) which satisfies 0 ≤ φn ≤ 1, |∇φn| ≤ 1 and

φn(x) =

{
1 if x ∈ Brn
0 if x 6∈ B2rn .
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By Lemma 1 there is a C1 > 0 such that

‖φnun‖
2 ≤

∫
Ω

a(x)φ2nu
2
ndx+ 2

∫
Ω

u2n|∇φn|
2dx+ 2

∫
Ω

φ2n|∇un|
2dx ≤ C1.

If n is large then∫
Ω

a(x)u2nφndx+

∫
Ω

∇un · (φn∇un + un∇φn)dx−

∫
Ω

f(x, un)φnundx

= J ′(un)φnun = o(1). (1.13)

Applying the Schwarz inequality yields∣∣∣∣∣
∫
Q2rn

un∇un · ∇φndx

∣∣∣∣∣ ≤
(∫
Q2rn

u2ndx

) 1
2
(∫
Q2rn

|∇un|
2dx

) 1
2

= o(1). (1.14)

From (f1) and (f2), we have∣∣∣∣∣
∫
Q2rn

f(x, un)φnundx

∣∣∣∣∣ ≤ C2
∫
Q2rn

(|un|
2 + |un|

p+1)dx (1.15)

Invoking the Hölder inequality and the Sobolev inequality yields

(∫
Q2rn

|un|
p+1dx

) 1
p+1

≤

(∫
Q2rn

|un|
2dx

) q
2
(∫
Q2rn

|un|
2N
N−2dx

) (1−q)(N−2)
2N

≤ C‖un‖
1−q

(∫
Q2rn

|un|
2dx

) q
2

= o(1), (1.16)

where q =
(
N
p+1 −

(N−2)
2

)
∈ (0, 1). Putting (1.16),(1,10) and (1.15) together

gives

lim
n→∞

∫
Q2rn

f(x, un)φnundx = 0. (1.17)

Substituting (1.17), (1.14) into (1.13) yields limn→∞
∫
Q2rn

φn|∇un|2dx = 0, and

consequently (1.11) follows.
Let ξ : Rn → [0, 1] be a C∞-function which satisfies

ξ(x) =

{
0 if x ∈ Bk+1
1 if x 6∈ Bk+2.

(1.18)

Lemma 5 Let {un} satisfy the hypothesis of Lemma 4 and wn be the restriction
of ξun to Ωk. Then wn ∈ Ek, and Jk(wn)→ c and J ′k(wn)→ 0 as n→∞.

We omit the proof, since it follows from straightforward calculation.



8 Palais-Smale sequences EJDE–1999/17

§2 Existence results

We now prove the existence of positive solutions of (0.1).

Theorem 4 Suppose there is a (PS)c sequence such that c > 0 and c 6∈ Λ(Ωk)
for some k ∈ N , then there is a positive solution u of (0.1) and c ≥ J(u) ≥ δ.

Proof Let {un} be a (PS)c sequence. By Lemma 3, there exist a u ∈ E and
a subsequence, still denoted by {un}, such that un → u weakly in E, un → u
a.e., J ′(u) = 0 and J(u) ≤ c. We claim u 6≡ 0. This is true if there exist r, b > 0
and l ∈ N such that if n ≥ l then∫

Qr

u2ndx ≥ b, (2.1)

where Qr was defined in Lemma 4. Suppose (2.1) is false. Then there exist a
sequence {rn} with limn→∞ rn =∞, and a subsequence, still denoted by {un},
such that limn→∞

∫
Q2rn

u2ndx = 0. Let ξ be defined as in (1.18) and wn be the

restriction of ξun to Ωk. Invoking Lemma 5 yields c ∈ Λ(Ωk). This is contrary
to the hypothesis, so (2.1) must hold and u 6≡ 0. Then J ′(u) = 0 and Corollary
2 shows that J(u) > 0. By Proposition 3, u is a positive solution of (0.1). The
proof is complete.
Having proved Theorem 4, we next prove two theorems stated in the intro-

duction.
Proof of Theorem 1. By the definition of Λ(Ω), there is a (PS)δ sequence,
where, by Proposition 2, δ = δ(Ω) > 0. Applying Theorem 4 gives a positive
solution u of (0.1) with J(u) = δ.
Before proving Theorem 2, we state a technical lemma. Its proof can be

found in [CR].

Lemma 6 Let {um} be a (PS)c sequence. Assume that u ∈ E and {um}
converges to u weakly in E and strongly in Lsloc(Ω) for s ∈ [2,

2N
N−2 ). If vm =

um − u, then limm→∞ J ′(vm) = 0 and limm→∞ J(vm) = c− J(u).

Remark 2 The arguments used to prove Lemma 3 show that J ′(u) = 0.

Proof of Theorem 2. Since δ 6∈ Λ(Ωk), by Theorem 1 there is a positive
solution u of (0.1) with J(u) = δ. Invoking Lemma 2 and Lemma 3, we get a
(PS)β sequence {um} which converges to v weakly in E and strongly in Lsloc(Ω)
for s ∈ [2, 2NN−2 ). Moreover J

′(v) = 0 and J(v) ≤ β. Since β 6∈ Λ(Ωk), it follows
from the same reasoning as in the proof of Theorem 4 that v is a positive solution
of (0.1). Suppose v = u. Setting vm = um− v, we see from Lemma 6 that {vm}
is a (PS)β−δ sequence. Since 0 < β − δ < δk, repeating the above arguments
leads to {vm} converges weakly to some v̄ ∈ E\{0}. This contradicts that um
converges weakly to v. So v 6= u.

Remark 3 (a) The proof shows that Theorem 2 still holds if δ < β and β 6∈
Λ(Ωk), δ 6∈ Λ(Ωj), β − δ 6∈ Λ(Ωi) for some i, j, k ∈ N .
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(b) In fact, the proof also shows that J(v) = β, for otherwise, if J(v) = α < β
then {vm} would be a (PS)β−α sequence, which would lead to a contradiction
as above.

§3 A Sufficient Condition for δ(Ω) = β(Ω)

Although it has been proved in Proposition 2 that δ(Ω) > 0, it seems to be
difficult in general to obtain an optimal lower bound for δ(Ω). If (f4) is satisfied,
the structure of J is more clear (as will be indicated in Proposition 6) so that
we are able to find the exact value of δ(Ω). Its applications will be illustrated
later.

Proposition 5 If (f1)-(f4) are satisfied then δ(Ω) = β(Ω).

To prove Proposition 5, we need the following proposition whose proof can
be found in [DN].

Proposition 6 If (f1)-(f4) are satisfied then

β = inf
u∈E
u6≡0

max
t∈[0,∞)

J(tu). (3.1)

Proof of Proposition 5. It suffices to show δ(Ω) ≥ β(Ω) since the reversed
inequality is always true. Let {un} be a (PS)c sequence with c > 0. Then there
is an ε1 > 0 such that for large n

‖un‖ ≥ ε1. (3.2)

For un 6≡ 0, we set gn(t) = J(t|un|). It is clear that gn(0) = 0. Since

g′n(t) = t‖un‖
2 −

∫
Ω

f(x, t|un|)|un|dx, (3.3)

it follows from (f1) that g′n(t) > 0 if t is positive and sufficiently small. Moreover,
we know from (f3) that limt→∞ gn(t) = −∞. Hence there is a tn ∈ (0,∞) such
that

g′n(tn) = 0 and gn(tn) = max
t∈[0,∞)

gn(t). (3.4)

By Proposition 6

β ≤ gn(tn). (3.5)

Let R(z) = {x ∈ RN |‖x− z‖∞ ≤
1
2}. We claim there exist a sequence {zn} ⊂

ZN and an ε2 > 0 such that∫
R(zn)

|un|
p+1dx ≥ ε2, (3.6)
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where un is identified with an element of W
1,2(RN ) by extending un to be zero

on RN\Ω. Suppose (3.6) is false. Then

sn ≡ sup
z∈ZN

(∫
R(z)

|un|
p+1dx

) p−1
p+1

→ 0 as n→∞. (3.7)

Invoking the Sobolev inequality yields

∑
z∈ZN

(∫
R(z)

|un|
p+1dx

) 2
p+1

≤ C
∑
z∈ZN

(∫
R(z)

a(x)u2n + |∇un|
2dx

)
= C‖un‖

2

and

‖un‖
p+1
Lp+1

=
∑
z∈ZN

(∫
R(z)

|un|
p+1dx

) p−1
p+1
(∫
R(z)

|un|
p+1dx

) 2
p+1

≤ Csn‖un‖
2. (3.8)

For any given ε > 0,∫
Ω

f(x, |un|)|un|dx ≤

∫
Ω

ε|un|
2 + Cε|un|

p+1dx

≤ (ε+ CCεsn)

(
sup
n
‖un‖

2

)
≤ 2ε

(
sup
n
‖un‖

2

)
(3.9)

if n is large enough. Hence

lim
n→∞

∫
Ω

f(x, |un|)|un|dx = 0. (3.10)

Assuming for now that

J ′(|un|)|un| → 0 as n→∞, (3.11)

we have limn→∞ ‖un‖2 = limn→∞
(
J ′(|un|)|un|+

∫
Ω
f(x, |un|)|un|dx

)
= 0. This

contradicts (3.2). Consequently (3.6) must hold.
Let vn(x) = un(x − zn). Since ‖vn‖ is bounded, there is a subsequence,

still denoted by {vn}, such that vn → v̄ in Lp+1(R(0)) and
∫
R(0) |v̄|

p+1dx ≥ ε2.

Hence there are positive numbers ε3 and ε4 such that

|Dn| ≡ |{x ∈ R(zn)||un(x)| ≥ ε3}| ≥ ε4,

where |Dn| is the Lebesgue measure of the set Dn. Then it follows from (3.3)
and (3.4) that

‖un‖
2 =

1

tn

∫
Ω

f(x, tn|un|)|un| ≥

∫
Dn

f(x, tn|un|)

tn|un|
|un|

2dx

≥
f(x, tnε3)

tnε3

∫
Dn

|un|
2dx ≥ ε23ε4

(
inf
x∈Dn

f(x, tnε3)

tnε3

)
.
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Since limy→∞
f(x,y)
y =∞ uniformly in Ω, {tn} must be bounded. Hence

gn(tn) =
1

2
t2nJ

′(|un|)|un|+
1

2
t2n

∫
f(x, |un|)|un|dx−

∫
Ω

F (x, tn|un|)dx

= h(tn) + o(1), (3.12)

where h(t) = 1
2 t
2
∫
Ω f(x, |un|)|un|dx−

∫
Ω F (x, t|un|)dx. Since

h′(t) =

∫
Ω

(
f(x, |un|)

|un|
−
f(x, t|un|)

t|un|

)
t|un|

2dx,

it follows from (f4) that h′(t) > 0 if t ∈ (0, 1) and h′(t) < 0 if t ∈ (1,∞). Thus
h(1) = maxt∈[0,∞) h(t). This together with (3.5), (3.11) and (3.12) yields

β(Ω) ≤ lim
n→∞

inf gn(tn) ≤ lim
n→∞

inf

∫
Ω

[
1

2
f(x, |un|)|un| − F (x, |un|)]dx

= lim
n→∞

inf J(|un|). (3.13)

Let u+n = max(un, 0) and u
−
n = u

+
n − un. Then

J(|un|) =
1

2
‖un‖

2 −

∫
Ω

F (x, u+n )dx−

∫
Ω

F (x, u−n )dx

≤
1

2
‖un‖

2 −

∫
Ω

F (x, u+n )dx = J(un). (3.14)

Combining (3.13) with (3.14) yields β(Ω) ≤ limn→∞ J(un) = c. Since c is
arbitrary, it follows that β(Ω) ≤ δ(Ω).
It remains to show (3.11) to complete the proof. Note that J ′(|un|)|un| −

J ′(un)un = −
∫
Ω
f(x, u−n )u

−
n dx. Clearly, ‖u

−
n ‖
2 = −J ′(un)u−n → 0 as n → ∞.

This together with the proof of (3.10) shows that limn→∞
∫
Ω
f(x, u−n )u

−
n dx = 0.

Corollary 3 If (f1)-(f3) are satisfied then β(Ω) ≤ β(Ωk) ≤ β(Ωk+1).

Proof. It easily follows from (0.10).

Corollary 4 If (f1)-(f4) are satisfied then δ ≤ δk ≤ δk+1.

Proof. It follows from Corollary 3 and Proposition 5.

§4 The (PS)β Condition

One of the applications of Proposition 5 is to show that the (PS)β condition is
equivalent to

β < lim
k→∞

β(Ωk) (4.1)

if (f1)-(f4) are satisfied. Note that by Proposition 5

δ(Ωk) = β(Ωk). (4.2)

So (0.14) is equivalent to (4.1) and Theorem 3 can be restated as follows.



12 Palais-Smale sequences EJDE–1999/17

Theorem 3 Assume (f1)-(f4) are satisfied. Then the (PS)β condition is sat-
isfied if and only if (4.1) holds.

Proof. We first prove the sufficiency. Let {un} be a (PS)β sequence. By
Lemma 3, there exist a ū ∈ E and a subsequence, still denoted by {un}, such
that un → ū weakly in E, un → ū a.e.,

J ′(ū) = 0 (4.3)

and
J(ū) ≤ β. (4.4)

By Proposition 5, δ = δ(Ω) = β(Ω) = β. Then it follows from (0.14) and the
same reasoning as in the proof of Theorem 4 that

J(ū) ≥ δ = β. (4.5)

Combining (4.4) with (4.5) gives

J(ū) = β. (4.6)

Hence

β = lim
n→∞

J(un) = lim
n→∞

inf

∫
Ω

[
1

2
f(x, un)un − F (x, un)

]
dx

≥

∫
Ω

[
1

2
f(x, ū)ū− F (x, ū)

]
dx =

1

2
‖ū‖2 −

∫
Ω

F (x, ū) = β. (4.7)

Applying Fatou’s lemma yields

lim
n→∞

inf

∫
Ω

[
1

λ+ 2
f(x, un)un − F (x, un)

]
dx

≥

∫
Ω

[
1

λ+ 2
f(x, ū)ū− F (x, ū)

]
dx (4.8)

and

lim
n→∞

inf

∫
Ω

f(x, un)undx ≥

∫
Ω

f(x, ū)ūdx. (4.9)

Suppose inequality (4.9) were strict, it would lead to

lim
n→∞

inf

∫
Ω

[
1

2
f(x, un)un − F (x, un)

]
dx

≥ lim
n→∞

inf

∫
Ω

(
1

2
−

1

λ+ 2

)
f(x, un)undx

+ lim
n→∞

inf

∫
Ω

[
1

λ+ 2
f(x, un)un − F (x, un)

]
dx

>

∫
Ω

1

2
f(x, ū)ūdx−

∫
Ω

F (x, ū)dx = β,
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which would contradict to (4.7). Thus there is a subsequence {unk} of {un} such
that limk→∞

∫
Ω f(x, unk)unkdx =

∫
Ω f(x, ū)ūdx. This together with J

′(ū) = 0
and limk→∞ J ′(unk) = 0 yields limk→∞ ‖unk‖

2 = ‖ū‖2. Therefore limk→∞ ‖unk−
ū‖ = 0.
To prove the necessity, we argue indirectly. Suppose (4.1) is false, then

it follows from Corollary 3 that β = β(Ωk) for all k. By Lemma 2 there is
a sequence {vn} ⊆ Ek such that limn→∞ J ′k(vn) = 0 and limn→∞ Jk(vn) =
β(Ωk) = β. We first claim that

there is no v ∈ Ek such that J
′
k(v) = 0 and Jk(v) = β. (4.10)

For otherwise, ‖v‖2k =
∫
Ωk
f(x, v)vdx which implies that

max
t∈[0,∞)

J(tv) = J(v) = Jk(v) = β. (4.11)

Then (4.11) leads to a contradiction by the following reasoning: Suppose J ′(v) =
0. It follow from (4.11) and Proposition 3 that v > 0 in Ω, which contradicts
the fact that v = 0 in Ω\Ωk. Suppose J ′(v) 6= 0. Let γ(t) = tv, t ∈ [0,∞).
Then with slight modifications, the deformation theory and the arguments used
in the proof of Theorem A.4 of [R1] would give a path γ1(t), t ∈ [0, 1], such that

γ1(0) = 0, J(γ1(1)) < 0 and max
t∈[0,1]

J(γ1(t)) < β. (4.12)

But (4.12) violates (0.9). Thus the proof of (4.10) is complete.
Next, we claim

lim
n→∞

∫
Ωk\Ωj

v2ndx = 0 for all j > k. (4.13)

If not, there exist m ∈ N , ε > 0 and a subsequence, still denoted by {vn}, such
that ∫

Ωk\Ωm

v2ndx ≥ ε for all n. (4.14)

Applying Lemma 3 and passing to a subsequence if necessary, we obtain a v̄ ∈ Ek
such that

vn → v̄ weakly in Ek and strongly in L
p+1
loc (Ωk), (4.15)

J ′k(v̄) = 0 and
Jk(v̄) ≤ β. (4.16)

It follows from (4.14),(4.15) and Corollary 2 that Jk(v̄) > 0. Hence

Jk(v̄) ≥ δk = β(Ωk) = β. (4.17)

Combining (4.16) with (4.17) yields Jk(v̄) = β, which contradicts (4.10). Thus
(4.13) must hold. Then it follows from Lemma 4 that

lim
n→∞

∫
Ωk\Ωj

(|∇vn|
2 + |vn|

p+1)dx = 0 for all j > k. (4.18)
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We now prove that
J ′(vn)→ 0 as n→∞. (4.19)

Let ξ be defined as (1.18). For any φ ∈ E, it follows from ξφ ∈ Ek that
J ′k(vn)ξφ→ 0 as n→∞. By direct calculation,

J ′(vn)φ = J
′
k(vn)ξφ+

∫
Ω\Sk+2

(∇vn · ∇φ+ a(x)vnφ− f(x, vn)φ)dx

−

∫
Ωk\Sk+2

[(∇vn · ∇φ)ξ + (∇vn · ∇ξ)φ + a(x)vnξφ− f(x, vn)ξφ]dx.

Using (4.13), (4.18) and arguments analogous to the proof of Lemma 5, we
obtain that sup‖ϕ‖=1 |J

′(vn)ϕ| → 0 as n → ∞. This completes the proof of
(4.19).
Having shown that J(vn)→ β and J ′(vn)→ 0 as n→ 0 ,we now prove that

there is no subsequence of {vn} which is convergent in E. Suppose there is a
subsequence {vnj} such that vnj → w in E. Then, by Proposition 1, J(w) = β
and J ′(w) = 0. It follows from Proposition 3 that w > 0 in Ω. But this is
impossible since vnj = 0 in Ω\Ωk for all j.

Corollary 5 Assume (f1)-(f4) are satisfied. Suppose there is a u ∈ E such that

J ′(u) = 0 and J(u) = β(Ω). If Ω̃ ⊃ Ω and Ω̃ 6= Ω then

β(Ω̃) < β(Ω). (4.20)

Proof. Suppose (4.20) were false, it would follow from (0.9) and W 1,2
o (Ω) ⊂

W 1,2
o (Ω̃) that β(Ω̃) = β(Ω). Then by the same reasoning as the proof of (4.10),
there were no v ∈ E such that J ′(v) = 0 and J(v) = β(Ω).

§5 Examples

We are now considering some examples of existence of positive solutions of (0.1).

Example 1 Let Ω ⊂ RN and Ω 6= RN . If (f4) is satisfied and

β(Ω) = β(RN ), (5.1)

then by Corollary 5 there is no positive solution u of (0.1) with J(u) = β(Ω).

Remark 4 (a) When a and f do not depend on x, (5.1) holds if for any k ∈ N
there is a ball of radius k contained in Ω. As a more concrete example, Ω can
be a half space, a cone or the union of a cone with a bounded set.
(b) The question of whether there exists a positive solution u of (0.1) with J(u) >
β will be studied at the end of this section and the next section.

For z ∈ RN , we define Dz = {x+ z|x ∈ D}. In the next three examples it is
assumed that 0 ∈ D ⊂ RN and there is a subgroup G of Rl, l ≤ N , such that

Dg = D for all g ∈ G. (5.2)
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Example 2 We study (0.1) for the case Ω = Dz, where D satisfies (5.2). Since
the case of Dz is not different from D but merely more complicated in notation,
in what follows Ω = D.
In addition to (f1)-(f3), it is assumed that

f(x+ g, y) = f(x, y) (5.3)

a(x+ g) = a(x) (5.4)

for all g ∈ G, x ∈ Ω.

Theorem 5 Let Ω = D, where D satisfies (5.2). Suppose G is a countable set
and there is a bounded subset T of D such that 0 ∈ T ,

D = ∪g∈GTg, and Tg ∩ Tg′ = φ if g, g
′ ∈ G and g 6= g′. (5.5)

Then there exists a positive solution of (0.1).

Proof. By Lemma 2, there is a (PS)β sequence {un}. We claim there exist
ε1 > 0 and m ∈ N such that

sup
i∈G

∫
Ti

|un|
p+1dx ≥ ε1 if n ≥ m. (5.6)

Suppose (5.6) is false. Then there is a subsequence, still denoted by {un}, such
that

sup
i∈G

∫
Ti

|un|
p+1dx→ 0 as n→∞. (5.7)

Applying the Sobolev inequality, we have∫
Ω

|un|
p+1dx =

∑
i∈G

∫
Ti

|un|
p+1dx ≤ C1

(
sup
i∈G

∫
Ti

|un|
p+1dx

) p−1
p+1

‖un‖
2.

This together with Lemma 1 and (5.7) yields∫
Ω

|un|
p+1dx→ 0 as n→∞. (5.8)

Taking ε ∈ (0, 12 ), we get

‖un‖
2 =

∫
Ω

f(x, un)undx+ J
′(un)un + o(1)

≤ ε‖un‖
2 + Cε

∫
Ω

|un|
p+1dx+ J ′(un)un + o(1). (5.9)

Combining (5.8) with (5.9) yields limn→∞ ‖un‖ = 0, which implies limn→∞
J(un) = 0. This violates limn→∞ J(un) = β and therefore (5.6) must hold.
Pick gn ∈ G such that∫

T

|un(x+ gn)|
p+1dx ≥

ε1

2
. (5.10)
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Let wn(x) = un(x+ gn). It is easy to check that {wn} is a (PS)β sequence. By
Lemma 3, there exist a ū ∈ E and a subsequence {wnk} such that

wnk → ū in Lp+1(T ) (5.11)

and
J ′(ū) = 0. (5.12)

By (5.10) and (5.11), we know ū 6≡ 0. This together with (5.12) and Proposition
3 shows that ū is a positive solution of (0.1).

Remark 5 (a) In the proof of Theorem 5, we may take {un} to be a (PS)δ
sequence so that ū is a positive solution of (0.1) with J(ū) = δ(Ω)
(b) If (f4) is satisfied then by Proposition 5 there is a positive solution ū of (0.1)
with J(ū) = β(Ω).

Lemma 7 If the hypotheses of Theorem 5 and (f4) are satisfied, then for all k,

β(Ωk) = β(Ω) . (5.13)

Proof. Consider G = Z and let T be defined as in (5.5). Let Ωk = ∪|i|≥kTi and
ξ ∈ C∞(Ω) such that ξ(x) = 1 if x ∈

⋃
i≥k+1

Ti and ξ(x) = 0 if x ∈
⋃
i≤k

Ti. Let

u(x) be a positive solution of (0.1) with J(u) = β(Ω). By direct computation

lim
m→∞

max
t∈[0,∞)

Jk(tum) = β(Ω), (5.14)

where um(x) = ξ(x)u(x−m). Since lim
t→∞

Jk(tum) = −∞, (5.14) implies β(Ωk) ≤

β(Ω). This together with Corollary 3 yields (5.13).
The proof of the case G 6= Z is similar. We omit it.
As to use comparison arguments in what follows, we sometime replace β(Ωk)

by βk(Ω) to distinguish βk(Ω) from βk(Ω̃) when two sets Ω and Ω̃ are involved.
Also, δk(Ω) will be used in the same vein.
In the next two examples, it is assumed that a(x) and f(x, y) satisfy (5.3),

(5.4) and (f4).

Example 3. Consider Ω = D
⋃
B, whereD∪B 6= D,D satisfies the hypothesis

of Theorem 5 and B is a bounded set. By Corollary 5 and Remark 5(b),

β(Ω) < β(D) (5.15)

Moreover, it follows from Lemma 7 that

β(D) = βk(D). (5.16)

Since B is bounded, if k is large enough then

δk(Ω) = βk(Ω) = βk(D). (5.17)

Putting (5.15)-(5.17) together yields β(Ω) < δk(Ω). Hence there is a positive
solution of (0.1).
As a matter of fact, Example 3 is a special case of the following result.
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Theorem 6 Let Ω = D1 ∪D2, J1 and J2 be the restrictions of J to W
1,2
0 (D1)

andW 1,2
0 (D2) respectively. Suppose there exist u1 ∈ W

1,2
0 (D1) and u2 ∈ W

1,2
0 (D2)

such that J ′1(u1) = 0,J1(u1) = β(D1) and J ′2(u2) = 0,J2(u2) = β(D2). If (f4)
is satisfied and D̄1 ∩ D̄2 ∩ Sk = φ for some k ∈ N , then there is a positive
solution u of (0,1).

Proof. By Corollary 5, we get β(Ω) < min(β(D1), β(D2)). Since D̄1 ∩ D̄2 ∩
Sk = φ, it follows that β(Ωk) = min(β(D1 ∩ Ωk), β(D2 ∩ Ωk)), where we define
β(φ) = +∞. Thus δ(Ωk) = β(Ωk) ≥ min(β(D1), β(D2)) > β(Ω), from which we
know there is a positive solution of (0.1).

Example 4. Let D satisfy the hypothesis of Theorem 5 and B be a bounded
set. If D∩B 6= φ and Ω = D\B then there is no positive solution u of (0.1) such
that J(u) = β(Ω). To see this, we argue indirectly. Suppose there is a positive
solution of (0.1) with J(u) = β(Ω), it follows from Corollary 5 that

β(Ω) > βk(Ω) = β(D). (5.18)

Since, for large k, βk(Ω) = βk(D) = β(D), applying Corollary 3 yields β(Ω) ≤
βk(Ω) = β(D), which contradicts (5.18).

As illustrated in the above examples, Proposition 5 had been applied as a
convenient way to obtain an optimal lower bound for δk if (f4) is satisfied. We
next consider an example of (0.1) where (f4) will not be assumed. Let

‖u‖Ω =

(∫
Ω

(|∇u|2 + u2)dx

)1/2
. (5.19)

By (0.3)

‖u‖Ω ≤ a4‖u‖, (5.20)

where a4 = max(1,
1√
a2
). For fixed p ∈ (1, N+2N−2 ), define

σ(Ω) = inf
u∈W1,2

0
(Ω)

u6≡0

‖u‖Ω
‖u‖Lp+1(Ω)

. (5.21)

It is known that if ‖ū‖Ω = σ(Ω) and ‖ū‖Lp+1(Ω) = 1 then u = (σ(Ω))
2
p−1 |ū| is a

positive solution of

∆u− u+ |u|p−1u = 0, x ∈ Ω. (5.22)

Indeed, (5.22) is a special case of (0.1) and in this case it is not difficult to show
that

β(Ω) =

(
1

2
−
1

p+ 1

)
(σ(Ω))2(p+1)/(p−1). (5.23)
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Example 5. Let Bk = {x||x| < k} and β0 be the mountain pass minimax
value of J on the subspace W 1,2

0 (Bk0 ∩ Ω) of E. As in (0.5) there is a C0 > 0
such that

f(x, y)y ≤
a2

2
y2 + C0|y|

p+1. (5.24)

Since β ≤ β0, by corollary 1, we know (0, β] ∩ Λ(Ωk) = φ if

J ′k(w)w ≥
1

4
‖w‖2k for all w ∈ Ek with ‖w‖k < d, (5.25)

where d = [2(λ+ 2)(β0 + 1)λ
−1]1/2. Let a4 be as in (5.20) and σ = σ(R

N ). By
(5.23)

σ(Ωk) ≥ σ. (5.26)

This together with (5.25), (5.21) and (5.20) implies that

J ′k(w)w ≥
1

2
‖w‖2k − C0

∫
Ωk

|w|p+1dx ≥
1

2
‖w‖2k − C0

(
‖w‖Ωk
σ(Ωk)

)p+1
≥

[
1

2
− C0

(
a4

σ(Ωk)

)p+1
· ‖w‖p−1k

]
‖w‖2k. (5.27)

Thus (5.25) holds if

σ(Ωk) ≥ a4

[
4C0

(
2(λ+ 2)(β0 + 1)

λ

) p−1
2

] 1
p+1

. (5.28)

Using the Hölder inequality and the Sobolev inequality yields

‖u‖2Ωk
‖u‖2

Lp+1(Ωk)

≥
‖∇u‖2L2(Ωk) + ‖u‖

2
L2(Ωk)

‖u‖2qL2(Ωk)‖u‖
2(1−q)

L
2N
N−2 (Ωk)

≥ C1−qN

(
1 +
‖∇u‖2L2(Ωk)
‖u‖2L2(Ωk)

)q
(5.29)

if u ∈ W 1,2
0 (Ωk), where q =

(
N
p+1 −

(N−2)
2

)
∈ (0, 1) and CN is a constant

depending on N only. Define

λ1(Ωk) = inf
u∈W1,2

0
(Ωk)

u6≡0

‖∇u‖2L2(Ωk)
‖u‖2L2(Ωk)

. (5.30)

Then (5.29) and (5.21) imply that

σ(Ωk) ≥ C
(1−q)/2
N [1 + λ1(Ωk)]

q/2. (5.31)

If λ1(Ωk) is large enough, then (5.28) holds and thus there is a positive solution
of (0.1).
In some situations, the following proposition can be used to estimate λ1(Ωk).

We refer to [Es] for a proof of Proposition 7.
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Proposition 7 Let ω be a bounded open set in RN−1 and T = ω × R. If
u ∈ W 1,2

0 (T ) then
‖∇u‖2L2(T ) ≥ λ1(ω)‖u‖

2
L2(T ). (5.32)

If Ωk ⊂ T , it follows from (5.23) that σ(Ωk) ≥ σ(T ). This together with
(5.29) and (5.32) shows that

σ(Ωk) ≥ C
(1−q)/2
N [1 + λ1(w)]

q/2. (5.33)

Thus

λ1(ω) ≥

(4C0(2(λ+ 2)(β0 + 1)
λ

) p−1
2

) 1
p+1

a4C
(q−1)/2
N


2
q

− 1

is a sufficient condition which ensures the existence of positive solution of (0.1).

Remark 6 Inequality (5.33) still holds if Ωk contains several connected com-
ponents and each component is contained in a cylinder like T .

We now back to Example 1 where Ω 6= Rn and β(Ω) = β(Rn). In this case
there is no positive solution u of (0.1) with J(u) = β. An interesting question is
whether there exists a positive solution u of (0.1) with J(u) > β. This question
seems to be quite challenging and hard to give a complete answer. Our aim in
the next example is to use a different minimax approach from (0.9) to obtain a
positive solution u of (0.1) with J(u) > β.

Example 6. For simplicity in presentation, we consider the case where a
and f do not depend on x. Also, slightly stronger conditions on f will be
imposed. In addition to (f4), f ∈ C1 is replaced by yf ′(y) ∈ C1 in (f1),
(λ + 2)F (x, y) ≤ f(x, y)y is replaced by (λ + 1)f(y) ≤ yf ′(y) in (f3), and
|(yf ′(y))′| ≤ a3(1 + |y|p−1) is added in (f2).
Let Ω = Ω− ∪ O ∪ Ω+, where O ⊂ {x||x − x0|∞ < 3r} for some r > 0 and

x0 ∈ RN . Without loss of generality, we may assume that x0 = 0. Suppose that
Ω+ ⊂ [3r,∞) × RN−1 and Ω− ⊂ (−∞, 3r] × RN−1. Moreover, it is assumed
that for any j ∈ N, there exist ξj ∈ Ω− and ηj ∈ Ω+ such that Bj(ξj) ⊂ Ω−

and Bj(ηj) ⊂ Ω+, where Bj(z) = {x||x− z| < j}. Thus β(Ω) = β(RN ) and by
Corollary 5 there is no positive solution u of (0.1) with J(u) = β.
For k > 3r, let Ω+k = ((k,∞)×R

N−1)∩Ω and Ω−k = ((−∞,−k)×R
N−1)∩Ω.

Let E+k =W
1,2
0 (Ω

+
k ), E

−
k =W

1,2
0 (Ω

−
k ) and

S = {u|u ∈ E\{0} and J ′(u)u = 0}.

For any π1 > 0, there exist z+ ∈ E+k ∩ S and z− ∈ E−k ∩ S such that
max(J(z+), J(z−)) < β + π1. Set Γ1 = {γ ∈ C([0, 1], S)|γ(0) = z− and γ(1) =
z+} and

α = inf
γ∈Γ1

max
θ∈[0,1]

J(γ(θ)). (5.34)
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We are going to show that there exists a (PS)α sequence with α > β, pro-
vided that z+ and z− are suitably chosen. Furthermore, we have the following
existence result.

Theorem 7 Assume that (f1)-(f4) are satisfied. If α 6∈ Λ(Ωk) for some k > 0
then there is a positive solution u of (0.1) and J(u) > β.

Remark 7 (a) Suppose up to translation there is a unique positive solution of
∆v − v + f(v) = 0 in W 1,2(RN ). Then there is a positive solution u of (0.1)
with J(u) = α if α < 2β.
(b) We refer to [CL,K] for some uniqueness results of positive solutions of ∆v−
v + f(v) = 0 in W 1,2(RN ).

§6 Proof of Theorem 7

To prove Theorem 7, we obtain a Palais-Smale sequence by using (5.34).
Proposition 8 There exists a (PS)α sequence, where α > β.
We proceed to prove Proposition 8 step by step as in a series of technical

lemmas. Let

Ĩa = {u ∈ S|J(u) ≤ a}. (6.1)

Lemma 8 For any a > 0, Ĩa is a bounded set in E.
The proof of Lemma 8 is simlar to that of Lemma 1. We omit it.

Lemma 9 If {um} ⊂ S and lim
m→∞

J(um) = β then lim
m→∞

J ′(um) = 0.

Proof. It follows from Ekeland’s variational principle [E,S].

Lemma 10 There is an A1 > 0 such that if u ∈ S then

‖u‖≥ A1. (6.2)

Proof. By (f1) and (f2) there is a C0 > 0 such that

f(y)y ≤
a

2
y2 + C0|y|

p+1 (6.3)

for all y ∈ R. If u ∈ S then u 6≡ 0 and

0 = J ′(u)u ≥

∫
(|∇u|2 +

a

2
u2 − C0|u|

p+1)dx >
1

2
‖u‖2 −C2 ‖u‖

p+1,

by making use of the Sobolev inequality. Thus (6.2) follows by letting A1 =

(2C2)
−1
p−1 .

For ρ > 0, let Oρ = ([−ρ, ρ]× RN−1) ∩Ω.
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Lemma 11 For any A2 > 0, there is a π2 = π2(A2) such that if u ∈ S and
J(u) < β + π2, then ∫

O3r

(u2 + |u|p+1)dx < A2. (6.4)

Proof. Suppose the assertion of the lemma is false. Then there exist a b2 > 0
and a sequence {um} ⊂ S such that limm→∞ J(um) = β and∫

O3r

(u2m + |um|
p+1)dx ≥ b2. (6.5)

By Lemma 9, {um} is a (PS)β sequence. Hence along a subsequence

um → ū weakly in E and strongly in Lp+1loc (6.6)

for some ū ∈ E with J ′(ū) = 0. Since (6.5) shows ū 6≡ 0, it follows that

J(ū) = β. (6.7)

This is absurd since there is no u ∈ S with J(u) = β.

Lemma 12 For any A3 > 0, there is a π3 = π3(A3) such that if u ∈ S and
J(u) < β + π3, then ∫

O2r

(|∇u|2 + au2)dx < A3. (6.8)

Proof. Let φ1 be a C
∞-function which satisfies 0 ≤ φ1 ≤ 1, |∇φ1| ≤

2
r
, φ1 ≡ 1

on O2r and φ1 ≡ 0 on Ω\O3r. Observe that∫
O2r

(|∇u|2 + au2)dx ≤

∫
O3r

φ1(|∇u|
2 + au2)dx

≤

∫
O3r

(|∇φ1||∇u||u|+ f(u)φ1u)dx+ |J
′(u)φ1u|

≤
2

r
‖u‖ (

∫
O3r

u2dx)1/2 + C3

∫
O3r

(u2 + |u|p+1)dx+ |J ′(u)φ1u|.

By Lemma 8, Ĩβ+π3 is bounded in E. If π3 ≤ π2(A2) and A2 is sufficiently small
then (6.8) follows from Lemma 9 and Lemma 11.

Let ϕ be a C∞-function which satisfies 0 ≤ ϕ ≤ 1, |∇ϕ| ≤ 2
r
, ϕ ≡ 0 on Or

and ϕ ≡ 1 on Ω\O2r. For u ∈ S, if {x|ϕ(x)u(x) > 0} has positive measure, then

there is a unique τ = τ(ϕu) such that τϕu ∈ S. (6.9)

Lemma 13 For any A4 ∈ (0,
β
2 ), there is a π4 = π4(A4) > 0 such that if u ∈ S

and J(u) < β + π4 then J(τϕu) < β +A4.
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Proof. Given ρ0 > 0. It follows from Lemma 8 and Lemma 12 that

|

∫
Ω

(|∇(ϕu)|2 + a(ϕu)2)dx −

∫
Ω

(|∇u|2 + au2)dx|

≤

∫
Ω

(1− ϕ2)(|∇u|2 + au2)dx

+

∫
Ω

(|∇ϕ|2u2 + 2ϕu|∇ϕ · ∇u|)dx <
ρ0

2
(6.10)

if π4 < π3(A3) and A3 is sufficiently small. Similarly, invoking Lemma 11 yields

|

∫
Ω

f(u)udx−

∫
Ω

f(ϕu)ϕudx| <
ρ0

2
(6.11)

and

|

∫
Ω

F (u)dx−

∫
Ω

F (ϕu)dx| <
ρ0

2
(6.12)

if π4 < π2(A2) and A2 is sufficiently small. Putting (6.10)-(6.12) together gives
|J(ϕu)− J(u)| < ρ0 and |J ′(ϕu) · ϕu| < ρ0. By Lemma 10

A21 ≤

∫
Ω

(|∇u|2 + au2)dx. (6.13)

This together with (6.8) shows that {x|ϕ(x)u(x) > 0} has positive measure if
A3 is sufficiently small. Then τφu ∈ S implies that∫

Ω

[|∇(ϕu)|2 + a(ϕu)2 −
f(τϕu)ϕu

τ
]dx =

1

τ2
J ′(τφu)τφu = 0,

which leads to∫
Ω

|f(ϕu)ϕu −
f(τϕu)ϕu

τ
|dx = |

∫
Ω

f(ϕu)ϕu−
f(τϕu)ϕu

τ
dx|

= |J ′(ϕu)ϕu| < ρ0 .

Therefore by (f3)

|1− τλ|

∫
Ω

f(ϕu)ϕudx ≤

∫
Ω

|f(ϕu)ϕu −
f(τϕu)ϕu

τ
|dx < ρ0. (6.14)

Since (6.11) and (6.13) imply
∫
Ω
f(ϕu)ϕudx ≥ A21 −

1
2ρ0, it follows from (6.14)

that |1 − τλ| < ρ0(A
2
1 −

1
2ρ0)

−1. Hence there is a C4 > 0 such that |J(τϕu) −
J(ϕu)| ≤ C4|τ −1|. This completes the proof, since ρ0 can be chosen arbitrarily
small and C4 is independent of ρ0.

Lemma 14 The function τ , defined in (6.9), is continuous on E\{0}.
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Proof. Suppose u 6= 0 and lim
m→∞

‖um − u‖ = 0. Let τ = τ(u), vm = τum and

v = τu. Set τm = τ(vm). It suffices to show that

lim
m→∞

τm = 1. (6.15)

By (f3)

|1− τλm||
∫
Ω f(x, vm)vmdx| ≤ |

∫
Ω[f(x, vm)vm −

1
τm
f(x, τmvm)vm]dx|

= |J ′(vm)vm −
1
τ2m
J ′(τmvm)τmvm| = o(1). (6.16)

Moreover, ∫
Ω

f(x, vm)vmdx =

∫
Ω

f(x, v)vdx + o(1)

=

∫
Ω

[|∇v|2 + av2]dx+ o(1). (6.17)

Combining (6.16) with (6.17) yields (6.15).

Proposition 9. Let π4 = π4(
β
4 ) be the number defined in Lemma 13. Choose

z+ ∈ E
+
k ∩ S and z− ∈ E

−
k ∩ S such that max(J(z+), J(z−)) < β + π4

4 . If α is
the minimax value defined by (5.34), then α ≥ β + π4.

Proof. Suppose α < β + π4. Then there is a γ0 ∈ Γ1 such that

max
θ∈[0,1]

J(γ0(θ)) < β + π4. (6.18)

Let ϕ and τ be defined as in (6.9) and γ(θ) = τ(ϕγ0(θ))ϕγ0(θ) . It follows from
Lemma 13 and Lemma 14 that γ ∈ Γ1 and

max
θ∈[0,1]

J(γ(θ)) < β +A4 <
3

2
β. (6.19)

By the definition of ϕ,
γ(θ) = γ+(θ) + γ−(θ), (6.20)

where γ+(θ) ∈ E+r and γ−(θ) ∈ E
−
r . We claim that

there is a θ0 ∈ (0, 1) such that γ−(θ0) ∈ S and γ+(θ0) ∈ S. (6.21)

Assuming (6.21) for now, we obtain

J(γ(θ0)) = J(γ+(θ0)) + J(γ−(θ0)) > β + β = 2β,

which contradicts (6.19).
It remains to show (6.21) to complete the proof. Since γ+(0) = 0 and

γ+(1) = z+, there is a θ1 ∈ (0, 1) such that J ′(γ+(θ1))γ+(θ1) > 0. This together
with γ(θ1) ∈ S implies that J ′((γ−(θ1))γ−(θ1) < 0. Let

θ2 = sup{θ|J
′(γ−(θ))γ−(θ) < 0 or γ−(θ) ∈ S}. (6.22)
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Since γ−(0) = z− and γ−(1) = 0, it follows that θ2 ∈ (0, 1). Using the continuity
of J ′ and γ− gives J

′(γ−(θ2))γ−(θ2) = 0. Since γ(θ2) ∈ S, it follows that
J ′(γ+(θ2))γ+(θ2) = 0.
To complete the proof of (6.21), we need to show that γ−(θ2) 6= 0 and

γ+(θ2) 6= 0. We argue indirectly. If γ−(θ2) = 0, then either γ−(θ) = 0 for
all θ ∈ (θ2, 1) or there is a θ3 ∈ (θ2, 1) such that J ′(γ−(θ3))γ−(θ3) > 0. This
contradicts (6.22). Suppose γ+(θ2) = 0. Then there is a θ4 ∈ (θ2, 1) such that
J ′(γ+(θ4))γ+(θ4) > 0. This together with γ(θ4) ∈ S yields J ′(γ−(θ4))γ−(θ4) <
0, which again violates (6.22). Thus the proof is complete.
To apply minimax methods like (5.34), we need to use deformation theory.

We start with the following proposition to establish a deformation theorem on
S.

Proposition 10 S is a C1,1 Banach manifold.

Proof. Let G(u) = J ′(u)u. It is easy to check that G is a C1,1 mapping from
E to R. If u ∈ S then

G′(u)u =

∫
Ω

[f(u)u− f ′(u)u2]dx

≤ −λ

∫
Ω

f(u)udx = −λ

∫
Ω

(|∇u|2 + au2)dx < 0.

By the Riesz Representation Theorem, there is a unique gu ∈ E\{0} such that
G′(u)φ = 〈gu, φ〉 for all φ ∈ E. Define =(u) = {φ|φ ∈ E and 〈gu, φ〉 = 0}. Then
E =span{gu}⊕=(u). Let P1(u) = ‖gu‖−2〈gu, u〉gu and P2(u) = u−P1(u). Since
lims→0 s

−1[G(u)−G(P1(u)+s‖P1(u)‖−1P1(u), P2(u))] = −G′(u)‖gu‖−1gu < 0,
by Implicit Function Theorem there is a neighborhood Ñu of P2(u) and a C

1,1

mapping hu : Ñu ∩ =(u) →span{gu} such that G(hu(ψ), ψ) = 0 for all ψ ∈
Ñu ∩ =(u). Let Nu = {(hu(ψ), ψ)|ψ ∈ Ñu ∩ =(u)}. Clearly Nu is an open set
in S. Let Φu be the projection of Nu to =(u). Then Φu is one to one and
Φu(Nu) = Ñu ∩ =(u). It is easy to check that {(Nu,Φu)|u ∈ S} is a C1,1 atlas
of S. So S is a C1,1 Banach manifold.
Let Tu(S) be the tangent space of S at u. It is easy to check that Tu(S) =

=(u). Define T (S) =
⋃
u∈S

Tu(S). As a standard result in differential geometry,

T (S) is a C0,1 Banach manifold.
For u ∈ S, let ∂J(u) denote the differential of J at u. Set

‖∂J(u)‖s = sup{|∂J(u)φ|φ ∈ Tu(S) and ‖φ‖ ≤ 1} (6.23)

and S̃ = S\K, where K = {u|u ∈ S and ‖∂J(u)‖s = 0}. For u ∈ S, an element
Xu in Tu(S) is called a pseudo-gradient vector of J at u on S if

‖Xu‖ ≤ 2‖∂J(u)‖s (6.24)

and
∂J(u)Xu ≥ ‖∂J(u)‖

2
s. (6.25)
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A map X : S̃ → T (S) is called a pseudo-gradient vector field on S̃ if X is locally
Lipschitz continuous and X(u) is a pseudo-gradient vector for J for all u ∈ S̃.

Proposition 11 There exists a pseudo-gradient vector field X on S̃.

Proof. For each u ∈ S̃, there is a w ∈ Tu(S) such that ‖w‖ = 1 and ∂J(u)w >
2
3‖∂J(u)‖s. Then v =

3
2‖∂J(u)‖sw is a pseudo-gradient vector for J at u on S

with strict inequality in (6.24) and (6.25). The continuity of J ′ then shows v is
a pseudo-gradient vector for all z ∈ Ou ∩ S, where Ou is an open neighborhood
of u. As a subset of E, S̃ is a metric space. By a theorem of A. H. Stone [D],
S is paracompact. Thus {Ou|u ∈ S̃} is an open covering of S̃ and it possesses
a locally finite refinement. Then the same lines of reasoning as the proof of
Lemma A.2 of [R1] completes the proof.

Lemma 15 For any A5 > 0, there is a π5 = π5(A5) such that if u ∈ S and
‖u‖ ≤ A5 then ‖J ′(u)‖ ≤ π5‖∂J(u)‖s.

Proof. For φ ∈ E and ‖φ‖ ≤ 1, invoking the Hölder inequality and the Sobolev
inequality yields

|〈gu, φ〉| = |

∫
Ω

[2∇u · ∇φ+ 2auφ− f ′(u)uφ− f(u)φ]dx

≤ 2(1 + C5)‖u‖‖φ‖+ C5

∫
Ω

|u|p|φ|dx

≤ 2(1 + K̃)‖u‖‖φ‖ ≤ 2(1 + K̃)A5,

where K̃ = K̃(A5). Since 〈gu, u〉 ≤ −λ‖u‖2 ≤ −λA21, it follows that

‖J(u)‖ = sup
‖φ‖≤1

|J ′(u)φ| = |J ′(u)(φ−
〈gu, φ〉

〈gu, u〉
u)|

= |∂J(u)(φ−
〈gu, φ〉

〈gu, u〉
u)| ≤ (‖φ‖+

2(1 + K̃)A5
λA21

‖u‖)‖∂J(u)‖s.

Corollary 6 If {um} ⊂ S, J(um) → c and ‖∂J(um)‖s → 0 as m → ∞, then
{um} is a (PS)c sequence.

Proof. It follows directly from Lemma 8 and Lemma 15.
Now, we use deformation theory to complete the proof of Proposition 8.

Completion of proof of Proposition 8. Suppose there does not exist a
(PS)α sequence. Then by Lemma 15 there exist positive numbers b and ε̂ such
that ‖∂J(u)‖s ≥ b for all u ∈ Ĩα+ε̂\Ĩα−ε̂. We may assume without loss of
generality that b < 1 and

ε̂ <
1

2
(α− β −

π4

4
). (6.26)

Let Y1 = {u ∈ S|‖∂J(u)‖s ≤
b
2π5
and J(u) ≤ 3α

2 } and Y2 = {u ∈ S|‖∂J(u)‖s ≥

b and J(u) ≤ 3α
2 }, where π5 = π5(A5) was defined in Lemma 15 and A5 =
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3α
2 (2(λ + 2)λ

−1)1/2. Set Y3 = {u ∈ S|‖J ′(u)‖ ≤
b
2 and J(u) ≤

3α
2 }, Y4 = {u ∈

S|‖J ′(u)‖ ≥ b and J(u) ≤ 3α
2 } and A = inf{‖u− v‖|u ∈ Y3 and v ∈ Y4}. It is

clear that inf{‖u− v‖|u ∈ Y1 and v ∈ Y2} ≥ A > 0. Choose ε ∈ (0, ε1), where

ε1 = min(ε̂,
b2

2
,
b

4
). (6.27)

Define Ĩa = {u ∈ S|J(u) ≥ a} and let Y5 = Ĩα−ε̂
⋃
Ĩα+ε̂ and Y6 = {u ∈

S|α − ε ≤ J(u) ≤ α + ε}. For u ∈ S, set g1(u) =
‖u−Y5‖

‖u−Y5‖+‖u−Y6‖
and g2(u) =

‖u−Y1‖
‖u−Y1‖+‖u−Y2‖

. Let X(u) be a pseudo-gradient vector field for J on S̃ and

W (u) = −g1(u)g2(u)h(‖X(u)‖)X(u), (6.28)

where h(s) = 1 if s ∈ [0, 1] and h(s) = 1
s
if s ≥ 1.

Consider the Cauchy problem:

dη

dt
=W (η), η(0, u) = u. (6.29)

The basic existence-uniqueness theorem for ordinary differential equations im-
plies that, for each u ∈ S, (6.29) has a unique solution η(t, u) which is defined
for t in a maximal interval [0, T (u)). Moreover, since ‖W (u)‖ ≤ 1 and S is a
closed subset of E, an argument analogous to the proof of Theorem A.4 of [R1]
shows that T (u) = +∞. Since

d

dt
J(η(t, u)) = −∂J(η(t, u))g1(η(t, u))g2(η(t, u))h(‖X(η(t, u))‖)X(η(t, u)),

it follows from (6.25) that I(η(t, u)) is a non-increasing function of t. Hence

η(1, Ĩα−ε) ⊂ Ĩα−ε. (6.30)

We claim

η(1, Y6) ⊂ Ĩ
α−ε. (6.31)

Indeed, if there is u ∈ Y6 such that η(1, u) /∈ Ĩα−ε, then, for all t ∈ [0, 1],
η(t, u) ∈ Y6. Consequently g1(η(t, u)) = 1 and g2(η(t, u)) = 1. If for some
t ∈ (0, 1), ‖X(η(t, u))‖ ≤ 1, then h(‖X(η(t, u))‖) = 1 and

d

dt
J(η(t, u)) ≤ −‖∂J(η(t, u))‖2s ≤ −b

2. (6.32)

On the other hand, if for some t ∈ (0, 1), ‖X(η(t, u))‖ > 1, then

d

dt
J(η(t, u)) ≤ −‖∂J(η(t, u))‖2s‖X(η(t, u))‖

−1

≤ −
1

2
‖∂J(η(t, u))‖s ≤ −

b

2
, (6.33)
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by making use of (6.24). Since η(t, u) ∈ Y6 for all t ∈ [0, 1], it follows from (6.32)
and (6.33) that

2ε ≥ J(η(0, u))− J(η(1, u))

= −

∫ 1
0

d

dt
J(η(t, u))dt ≥ min(

b

2
, b2). (6.34)

Since (6.34) is contrary to (6.27), we conclude that (6.31) must hold. Combining
(6.30) with (6.31), we have

η(1, Ĩα+ε) ⊂ Ĩα−ε. (6.35)

By (5.34) there is a γ ∈ Γ1 such that maxθ∈[0,1] J(γ(θ)) < α + ε. Let
γ1(θ) = η(1, γ(θ)). It follows from (6.35) that

max
θ∈[0,1]

J(γ(θ)) ≤ α− ε. (6.36)

Since g1(u) = 0 if u ∈ Ĩα−ε̂, it follows from (6.28) and (6.29) that η(1, u) =
u if u ∈ Ĩα−ε̂. In particular, max(J(z+), J(z−)) < β + π4

4 implies γ1(0) =
γ(0), γ1(1) = γ(1) and consequently γ1 ∈ Γ1. But then (6.36) is contrary to
(5.34). The proof is complete.
We are now ready to prove Theorem 7.

Proof of Theorem 7. By Proposition 8 there is a (PS)α sequence with α > β.
Then we may proceed with the same lines of reasoning as in the proof of Theorem
2 to obtain a positive function u ∈ E with J ′(u) = 0 and α ≥ J(u) > β.
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