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Reflectionless Boundary Propagation Formulas

for Partial Wave Solutions to the Wave Equation ∗

Jaime Navarro
Henry A. Warchall

Abstract

We consider solutions to the wave equation in 3+1 spacetime dimen-
sions whose data is compactly supported at some initial time. For points
outside a ball containing the initial support, we develop an outgoing wave
condition, and associated one-way propagation formula, for the partial
waves in the spherical-harmonic decomposition of the solution. The prop-
agation formula expresses the l-th partial wave at time t and radius a
in terms of order-l radial derivatives of the partial wave at time t − ∆t
and radius a−∆t. The boundary propagation formula can be applied to
any differential equation that is well-approximated by the wave equation
outside a fixed ball.

1 Introduction

For hyperbolic partial differential equations with analytic coefficients, Warchall
[3-4] established the local domain of dependence for solutions that, intuitively
speaking, consist of waves that are outgoing outside a convex region. Analytic
continuation was employed to establish those results, leaving open the question
of whether there are explicit one-sided propagation formulas that serve to ad-
vance solutions in time in spatial regions where waves are outgoing. To date,
the only explicit example of such a propagation formula has been that in [3] for
the wave equation in one spatial dimension. Here we provide another example,
for the wave equation in three spatial dimensions.

For the wave equation ∂2u
∂t2
−∆u = f in 3+1 spacetime dimensions, the results

in [3] imply the following. Suppose that for all times t the source f (which could
depend on u) has spatial support in the ball B of radius b centered, say, at the
origin. Suppose u(x, t) is a solution whose data at time t0 is supported in B.
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Figure 1: Spacetime Regions

Let t2 > t1 > t0, and set ∆t ≡ t2 − t1. Let x2 ∈ R3 be such that |x2| > b+ ∆t,
and let A be the ball of radius a ≡ |x2| centered at the origin. Then u(x2, t2)
and ∂u

∂t (x2, t2) are completely determined by the data at time t1 in the spatial
region that is the intersection of A with the ball of radius ∆t centered at x2.
This region is shown by the shaded area in the schematic Figure 1.

In this paper, we do not quite achieve the goal of making this dependence
explicit. Instead, we exhibit an l-dependent one-sided propagation formula for
the l-th partial wave in the spherical harmonic decomposition of u outside of
B. This results in a formula for u(x2, t2) in terms of (radial derivatives of) the
data on the sphere of radius |x2| − ∆t at the time t1. While this formula is
local in the radial coordinate, it involves data on an entire sphere surrounding
B, shown as a heavy circle in Figure 1. Still open is the problem of determining
a formula for u(x2, t2) in terms of data at time t1 in the intersection of A with
the ball of radius ∆t centered at x2.

Our construction begins with the idea of Grote and Keller ([2]) to expand u
in spherical harmonics and to determine an operator that converts the partial
waves into solutions of the wave equation in one spatial dimension. Our work
differs from theirs in that we employ a differential operator instead of an integral
operator, allowing us to obtain a single-point propagation formula, in addition
to differential boundary conditions.
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2 Outgoing Wave Condition

Suppose u is a classical solution to the homogeneous wave equation in 3+1
spacetime dimensions. Let (r, θ, φ) be spherical coordinates for R3. Let

Ylm(θ, φ) =

√
(2l+ 1)(l −m)!

4π(l +m)!
Pml (cos θ)eimφ

be the normalized spherical harmonic function, where

Pml (z) =
(−1)m

2ll!
(1− z2)m/2

dl+m

dzl+m

[
(z2 − 1)l

]
is the associated Legendre function. We expand u in spherical harmonics:

u(x, t) =
∞∑
l=0

l∑
m=−l

ulm(x, t) , where ulm(x, t) ≡ vlm(r, t)Ylm(θ, φ) and

vlm(r, t) ≡

∫ 2π

0

∫ π

0

Ylm(θ, φ) u(r, θ, φ, t) sin θ dθ dφ .

Then vlm satisfies ∂2vlm
∂t2

= v′′lm + 2
r
v′lm −

l(l+1)
r2 vlm, where a prime denotes

partial differentiation with respect to r. We may transform this equation to

remove one term by setting ylm(r, t) ≡ r−lvlm(r, t). Then ylm satisfies ∂2ylm
∂t2

=

y′′lm + 2(l+1)
r

y′lm. This is the Euler-Poisson-Darboux equation in odd spatial
dimension, which may be transformed to the one-dimensional wave equation.
Assuming ylm is (l+ 2) times continuously differentiable in r, we set zlm(r, t) ≡(

1
r
∂
∂r

)l [
r2l+1ylm(r, t)

]
. Then, by virtue of the identity ([1])

∂2

∂r2

(
1

r

∂

∂r

)l−1 [
r2l−1ψ

]
=

(
1

r

∂

∂r

)l [
r2l ∂ψ

∂r

]
(1)

for ψ ∈ Cl+1, the function zlm satisfies ∂2zlm
∂t2

= ∂2zlm
∂r2 .

We denote with a dot partial differentiation with respect to time t. Under
the hypothesis that both u and u̇ have spatial support in the ball B at time t0,
it follows that the supports of zlm( ·, t0) and żlm( ·, t0) are contained in [0, b],

since zlm(r, t) =
(

1
r
∂
∂r

)l [
rl+1vlm(r, t)

]
. Because zlm is a solution to the one-

dimensional wave equation, it follows that, for all t > t0 and r > b, ∂zlm∂t (r, t) +
∂zlm
∂r (r, t) = 0. Consequently, vlm satisfies the outgoing wave condition

∂

∂r

(
1

r

∂

∂r

)l [
rl+1vlm(r, t)

]
+

(
1

r

∂

∂r

)l [
rl+1 ∂vlm

∂t
(r, t)

]
= 0 (2)

for t > t0 and r > b. This, evaluated at radius r = a, is the boundary condition
of [2].



4 Reflectionless Boundary Propagation Formulas EJDE–1995/17

It is convenient to rewrite the outgoing wave condition (2) in a more com-

pact form. Define the differential operator Ll ≡ sl
(
− ∂
∂s

1
s

)l
, and denote by L∗l

its formal adjoint L∗l ≡
(

1
s
∂
∂s

)l [
sl·
]
. With this notation, the outgoing wave

condition for v = vlm(r, t) can be written as

∂

∂s
L∗l (s v) + L∗l (s v̇) = 0 (3)

3 One-Sided Propagation Formula

We may use (3) to advance the solution u in time at locations with r > b as
follows. Each partial wave ulm satisfies the (3+1)-dimensional wave equation,
so we may apply the usual propagation formula to advance ulm in time:

4πulm(x, t2) =
∮
{ ulm(x+ (∆t)ω, t1) + (∆t) [u̇lm(x+ (∆t)ω, t1) +

+ (ω · ∇ulm)(x+ (∆t)ω, t1)] } d2ω,

where the integration is over the unit sphere.
Consider a location x2 with |x2| > b + ∆t, and set a ≡ |x2| . We will tem-

porarily assume that the direction of x2 is along the north pole of the spherical
coordinate system. Because Ylm(θ = 0, φ) = 0 for m 6= 0, we see that, with this

assumption, ulm(x2, t) = 0 for m 6= 0, for all t. Thus u(x2, t) =
∞∑
l=0

ul0(x2, t),

and we consider only the time development of

ul0(x, t) =
√

2l+1
4π Pl(cos θ)vl0(r, t),

where Pl is the lth-order Legendre polynomial.

Substituting wl(x, t) ≡
√

4π
2l+1ul0(x, t) = vl0(r, t)Pl(cos θ) into the propaga-

tion formula, changing to integration variable s ≡ 1
a |x2 + (∆t)ω| , and integrat-

ing by parts the term involving ∂
∂rvl0, we arrive at the formula

2wl(x2, t2) =
s(s− µ)

τ
Pl(µ) v(s)

∣∣s=1+τ
s=1−τ +

∫ 1+τ

1−τ
{sPl(µ)v̇(s)− τ P ′l (µ)v(s)} ds,

(4)

where for brevity we set µ ≡ µ(s) ≡ s2+1−τ2

2s and τ ≡ ∆t
a and v(s) ≡ vl0(as, t1)

and v̇(s) ≡ a ∂vl0
∂t

(as, t1).
To make use of the outgoing wave condition (3), we will rewrite the term

in (4) involving v̇. We will manufacture the expression L∗l (s v̇) from the term
sPl(µ)v̇ in the integrand of (4) by determining a function Ql(s) such that
Pl(µ) = Ll(Ql). Then integration by parts will convert the integrand term
sPl(µ)v̇ = Ll(Ql) sv̇ to the term Ql L

∗
l (sv̇), which according to the outgoing

wave condition is equal to −Ql
∂
∂s
L∗l (sv).
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Additional integration by parts converts this term to s v Ll
(
∂
∂s
Ql
)
, which

turns out to be equal to the opposite of the only other integrand term,− τ P ′l (µ)v,
thus converting the integrand in (4) to zero and reducing the integral to bound-
ary terms. We will furthermore choose our functionQl(s) such that all boundary
terms at s = 1 + τ vanish.

The required function Ql(s) could be obtained by direct l-fold integration of
the criterion Pl(µ) = Ll(Ql) with judicious choice of constants of integration.
We prefer, however, to define Ql(s) as the result of that process.

Definition: For fixed τ and nonnegative integer l, we set

Ql(s) ≡
(−1)l

2ll!

(
(s− τ)2 − 1

)l
.

In terms of the given definitions of Ll and µ, we have the following facts.

Lemma 1: sLl
(
∂
∂sQl

)
= τ P ′l (µ) for all nonnegative integer l.

Lemma 2: Ll(Ql) = Pl(µ) for all nonnegative integer l.

Lemma 3: For integer l ≥ 1 and functions f and g in Cl(R),∫ β

α

(Llf)(s) g(s) ds = Γl(f, g)(s)|s=βs=α +

∫ β

α

f(s) (L∗l g)(s) ds,

where

Γl(f, g)(s) ≡ −
l∑

j=1

[(
−
∂

∂s

1

s

)l−j
f(s)

] [
1

s

(
1

s

∂

∂s

)j−1 (
slg(s)

)]
.

The proofs of Lemma 1 and Lemma 2 are in Section 6. Lemma 3 is estab-
lished by straightforward integration by parts.

We now use these results to carry out the computation outlined above for
the term involving v̇ in our integral formula (4):

For l = 0 we have∫ 1+τ

1−τ
sP0(µ)v̇(s) ds =

∫ 1+τ

1−τ
s v̇(s) ds = −

∫ 1+τ

1−τ

∂

∂s
( s v) ds

from direct application of the outgoing wave condition. Since P ′0(z) = 0 for all

z, formula (4) reduces in this case to 2w0(x2, t2) = s(s−µ−τ)
τ v(s)

∣∣∣s=1+τ

s=1−τ
. Since

µ(1 + τ) = µ(1− τ) = 1, we have w0(x2, t2) = (1− τ) v(1− τ).
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For l ≥ 1 we have∫ 1+τ

1−τ
sPl(µ)v̇(s) ds

=

∫ 1+τ

1−τ
Ll(Ql) s v̇(s) ds (by Lemma 2)

= Γl(Ql, sv̇)|1+τ
1−τ +

∫ 1+τ

1−τ
Ql(s) L

∗
l (s v̇) ds (by Lemma 3)

= Γl(Ql, sv̇)|1+τ
1−τ +

∫ 1+τ

1−τ
Ql(s)

(
−
∂

∂s
L∗l (s v)

)
ds (by (3))

= [Γl(Ql, sv̇)−Ql(s)L
∗
l (s v) ]|1+τ

1−τ +

+

∫ 1+τ

1−τ

(
∂

∂s
Ql(s)

)
L∗l (s v) ds (by I.B.P)

=
[
Γl(Ql, sv̇)− Γl(

∂
∂s
Ql, sv)−Ql(s)L

∗
l (s v)

]∣∣1+τ

1−τ
+

+

∫ 1+τ

1−τ
Ll
(
∂
∂s
Ql
)
s v(s) ds (by Lemma 3)

=
[
Γl(Ql, sv̇)− Γl(

∂
∂s
Ql, sv)−Ql(s)L

∗
l (s v)

]∣∣1+τ

1−τ
+

+

∫ 1+τ

1−τ
τ P ′l (µ) v(s) ds. (by Lemma 1)

Thus our integral formula for the solution becomes

2wl(x2, t2) =
[

1
τ
s(s− µ)Pl(µ) v(s) + Γl(Ql, sv̇)

− Γl(
∂
∂s
Ql, sv)−Ql(s)L∗l (s v)

]∣∣s=1+τ

s=1−τ

(5)

We claim that the expression in square brackets in (5) vanishes for s = 1+τ.
The reasons are the following.

For l ≥ 1, it follows immediately from the definition of Ql that Ql(1+τ) = 0.
Thus the last term −Ql(s)L∗l (s v) vanishes for s = 1 + τ. It also follows from
the definition that derivatives of Ql(s) of orders less than l vanish at s = 1 + τ,
because every such derivative contains at least one factor of

(
(s− τ)2 − 1

)
.

Because the quantity Γl(f, g) involves derivatives of f and g only of orders
0, 1, . . . , (l − 1), the term Γl(Ql, sv̇) vanishes for s = 1 + τ.

In contrast, the summation in the third term −Γl(
∂
∂s
Ql, sv) contains exactly

one term with an order-l derivative of Ql. To evaluate this term at s = 1 + τ ,
let V.T. stand for terms that are polynomial in s and contain at least one factor
of
(
(s− τ)2 − 1

)
; such terms vanish when evaluated with s = 1 + τ . Bearing in

mind that derivatives of Ql(s) of orders less than l vanish at s = 1 + τ , for the
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third term in (5) we have

−Γl(
∂
∂s
Ql, sv) =

l∑
j=1

[(
−
∂

∂s

1

s

)l−j
∂
∂s
Ql

] [
1

s

(
1

s

∂

∂s

)j−1 (
slsv

)]

=

[(
−
∂

∂s

1

s

)l−1
∂
∂s
Ql

] [
slv
]

+ V.T.

= −sv(−1)l ∂
l

∂sl
Ql + V.T.

= −sv 1
2ll!

∂l

∂sl

(
(s− τ)2 − 1

)l
+ V.T.

= −sv(s− τ)l + V.T.

Thus
−Γl(

∂
∂sQl, sv)

∣∣
s=1+τ

= −(1 + τ) v(1 + τ).

On the other hand, because µ(1 + τ) = 1 and Pl(1) = 0 for all l, the first
term in (5) yields 1

τ
s(s− µ)Pl(µ) v(s)

∣∣
s=1+τ

= (1 + τ) v(1 + τ), which cancels
the contribution from the third term.

Since µ(1− τ) = 1, our propagation formula becomes finally

2wl(x2, t2) = (1− τ) v(1− τ)+
+
(
Ql(s)L

∗
l (s v) + Γl(

∂
∂s
Ql, sv)− Γl(Ql, sv̇)

)∣∣
s=1−τ

,
(6)

where τ ≡ ∆t
a and v(s) ≡ vl0(as, t1) and v̇(s) ≡ a ∂vl0∂t (as, t1). This formula

expresses the value of wl(x2, t2) in terms of derivatives of vl0 at the single point
(r, t) = (a−∆t, t1). Specifically, radial derivatives of vl0(r, t1) to order l and of
v̇l0(r, t1) to order (l−1) are required, only at r = a−∆t. We note that formula
(6) is also valid for l = 0, provided Γ0(f, g) is defined to be zero.

4 Propagation at General Locations

We know how to advance u(x2, t) in time, using the one-sided propagation

formulas for wl(x2, t) =
√

4π
2l+1 ul0(x2, t), in the case when the direction of x2

is along the north pole (θ = 0) of the spherical coordinate system (r, θ, φ). For
other directions of x2 with, say, (θ, φ) = (θ1, φ1), we may rotate the coordinate

system to place x2 along the new polar axis, compute the coefficients v
(1)
lm (r, t)

in the expansion of u with respect to spherical harmonics in the new coordinate

system, and apply our propagation formula (6) to v
(1)
l0 (r, t) in place of vl0(r, t) to

determine w
(1)
l (x2, t2), and hence determine u(x2, t2) =

∞∑
l=0

√
2l+1
4π w

(1)
l (x2, t2).

If we envisioned a numerical algorithm based on a truncated spherical-
harmonic expansion combined with these results, we would find the recomputa-
tion of coefficients for different orientations of coordinate system to be wasteful.
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Such recomputation is in fact unnecessary, because the coefficients are related
by the addition formula for spherical harmonics:

v
(1)
l0 (r, t) =

√
2l + 1

4π

∫ 2π

0

∫ π

0

Pl(cos θ′) u(r, θ, φ, t) sin θ dθ dφ

=

√
4π

2l + 1

∫ 2π

0

∫ π

0

l∑
m=−l

Ylm(θ1, φ1)Ylm(θ, φ) u(r, θ, φ, t) sin θ dθ dφ

=

√
4π

2l + 1

l∑
m=−l

Ylm(θ1, φ1) vlm(r, t)

This gives the coefficients v
(1)
l0 (r, t) in terms of the coefficients vlm(r, t) that can

be computed once and for all in a fixed coordinate system.

We now insert this last expression for v
(1)
l0 into (6) to compute w

(1)
l (x2, t2).

Because (6) is linear in v and v̇, and involves only radial derivatives, we may
rearrange the sums to obtain

2w
(1)
l (x2, t2) =

√
4π

2l+1

l∑
m=−l

Ylm(θ1, φ1)

[
(1− τ) v(1− τ) +

+
(
Ql(s)L

∗
l (s v) + Γl(

∂
∂s
Ql, sv)− Γl(Ql, sv̇)

)∣∣
s=1−τ

]
where now v(s) ≡ vlm(as, t1) and v̇(s) ≡ a ∂vlm∂t (as, t1).
Thus, for general x2 = (a, θ1, φ1), we have

u(x2, t2) =
∞∑
l=0

√
2l+1
4π w

(1)
l (x2, t2) =

∞∑
l=0

l∑
m=−l

Ylm(θ1, φ1)vlm(a, t2)

where vlm(a, t2) is obtained from the explicit one-sided propagation formula

vlm(a, t2) = 1
2 (1− τ) v(1− τ)+
+ 1

2

(
Ql(s)L

∗
l (s v) + Γl(

∂
∂s
Ql, sv)− Γl(Ql, sv̇)

)∣∣
s=1−τ

(7)

where τ ≡ ∆t
a and v(s) ≡ vlm(as, t1) and v̇(s) ≡ a ∂vlm∂t (as, t1).

We note that, because ∂u
∂t (x, t) also satisfies the wave equation, we may

obtain analogous propagation formulas for ∂vlm
∂t (a, t2) by applying (7) with v(s)

on the right-hand side replaced by ∂vlm
∂t

(as, t1), and with v̇(s) on the right-hand
side replaced by

a
∂2vlm

∂t2
(as, t1) = av′′lm(as, t1) +

2

s
v′lm(as, t1)−

l(l+ 1)

as2
vlm(as, t1).

In detail, our algorithm for advancing u on the boundary sphere |x| = a >
b+ ∆t from time t1 to time t2 = t1 + ∆t is the following:
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(I) Given initial data u(x, t1) and u̇(x, t1) in a spatial neighborhood of the
sphere of radius (a−∆t), compute

vlm(r, t1) ≡
∫ 2π

0

∫ π
0 Ylm(θ, φ) u(r, θ, φ, t1) sin θ dθ dφ and

v̇lm(r, t1) ≡
∫ 2π

0

∫ π
0
Ylm(θ, φ) u̇(r, θ, φ, t1) sin θ dθ dφ for r near (a −∆t),

for 0 ≤ l ≤ N and −l ≤ m ≤ l, where N is the highest order of spherical
harmonic to be used.

(II) Tabulate the numbers

vlm(a−∆t, t1), v′lm(a−∆t, t1), v′′lm(a−∆t, t1), . . . , v
(N+1)
lm (a−∆t, t1),

v̇lm(a−∆t, t1), v̇′lm(a−∆t, t1), v̇′′lm(a−∆t, t1), . . . , v̇
(N)
lm (a−∆t, t1),

for 0 ≤ l ≤ N and −l ≤ m ≤ l.

(III) Apply formula (7) to compute vlm(a, t2) for 0 ≤ l ≤ N and −l ≤ m ≤
l. Apply the indicated modification of (7) to compute v̇lm(a, t2). Then

u(a, θ, φ, t2) =
∞∑
l=0

l∑
m=−l

Ylm(θ, φ) vlm(a, t2), with an analogous formula

for u̇ in terms of v̇lm.

(IV) Use these values for u and u̇ on the boundary sphere |x| = a together
with the numerical algorithm of choice to update u and u̇ for |x| < a.

(V) Repeat for the next time step. Note that the determination of vlm(a, t2)
is based on (spatial) derivatives of vlm(r, t1) and v̇lm(r, t1) on the sphere
r = a − ∆t, which is inside the computational domain boundary. It
is therefore conceivable that a numerical routine for the interior time
development could be devised to maintain sufficient accuracy to allow
accurate approximation of these radial derivatives.

5 Formulas for Low Values of l

The explicit terms in propagation formula (7) for cases l = 0 through l = 4 are
given below.

v00(a, t2) = (1− τ) v00(a−∆t, t1)

v1m(a, t2) = (1− τ) {(1 + τ)v1m(a−∆t, t1)+

+(1− τ)(∆t) [v̇1m(a−∆t, t1) + v′1m(a−∆t, t1)]}

v2m(a, t2) = (1− τ)2 {(1 + 2τ)v2m(a−∆t, t1)+

+(∆t) [(1 + 2τ)v̇2m(a−∆t, t1) + (1 + 3τ)v′2m(a−∆t, t1)] +

+(1− τ)(∆t)2 [v̇′2m(a−∆t, t1) + v′′2m(a−∆t, t1)]
}
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v3m(x2, t2) = (1− τ)
{

(1 + τ)(1− 5τ2)v3m+

+(1− τ)(∆t)
[
(1 + τ)2v̇3m + (1 + 3τ − τ2)v′3m

]
+

+(1− τ)2(∆t)2
[

1
3 (3 + 10τ)v̇′3m + (1 + 4τ)v′′3m

]
+

+ 2
3 (1− τ)3(∆t)3 [v̇′′3m + v′′′3m]

}
v4m(a, t2)

= (1− τ)
{

(1 + τ − 9τ2 − 9τ3 + 6τ4)v4m +

+(1− τ)(∆t)
[

1
3 (1− τ)(3 + 9τ + 8τ2)v̇4m + (1 + 3τ − 5τ2 − 13τ3)v′4m

]
+

+ 1
3 (1− τ)2(∆t)2

[
(3 + 10τ + 11τ2)v̇′4m + (3 + 12τ + 7τ2)v′′4m

]
+

+ 1
3 (1− τ)3(∆t)3 [(2 + 9τ)v̇′′4m + 2(1 + 5τ)v′′′4m] +

+ 1
3 (1− τ)4(∆t)4

[
v̇′′′4m + v

(4)
4m

]}
In the last two formulas, we have omitted the arguments for the functions vlm
and v̇lm; they are, as always, (a−∆t, t1).

6 Proofs of Differentiation Formulas

In this section, we prove the differentiation formulas asserted in Lemmas 1 and
2. For completeness, we include a proof of formula (1):

Claim:

∂2

∂r2

(
1

r

∂

∂r

)l−1 [
r2l−1ψ

]
=

(
1

r

∂

∂r

)l [
r2l ∂ψ

∂r

]
for ψ ∈ Cl+1 and l ≥ 1.

Proof: By induction on l. We easily check that the formula holds in case
l = 1. Let k ≥ 2 and make the inductive hypothesis that the formula holds for
values of l less than k. Let ψ ∈ Ck+1. The right-hand side with l = k can be
rewritten(

1

r

∂

∂r

)k [
r2k ∂ψ

∂r

]
=

(
1

r

∂

∂r

)k−1 [
r2(k−1) ∂

∂r

(
r
∂ψ

∂r
+ (2k − 1)ψ

)]
.

By the inductive hypothesis with l = k − 1 applied to the function φ ≡
r ∂ψ
∂r

+ (2k − 1)ψ in Ck, we have

(
1

r

∂

∂r

)k [
r2k ∂ψ

∂r

]
=

(
1

r

∂

∂r

)k−1 [
r2(k−1) ∂φ

∂r

]
=

∂2

∂r2

(
1

r

∂

∂r

)k−2 [
r2k−3φ

]
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=
∂2

∂r2

(
1

r

∂

∂r

)k−2 [
r2k−3

(
r
∂ψ

∂r
+ (2k − 1)ψ

)]
=

∂2

∂r2

(
1

r

∂

∂r

)k−1 [
r2k−1ψ

]
r

which establishes the claim.
Formula (1) can be rewritten as a useful commutator relation for our operator
Ll:

Corollary: Ll
(
s ∂
∂s
f
)
− s ∂

∂s
Ll(f) = l Ll(f) for f ∈ Cl+1 and s 6= 0.

Proof: In case l = 0, when Ll is the identity operator, the assertion is trivially
true. For l ≥ 1, we first rewrite formula (1) with r replaced by s as

∂

∂s

(
∂

∂s

1

s

)l [
s2lψ

]
=

1

s

(
∂

∂s

1

s

)l [
s
∂

∂s

(
s2lψ

)
− 2l s2lψ

]
.

Using the definition of Ll and setting ψ(s) ≡ 1
s2l
f(s), we obtain

∂

∂s

[
1

sl
Ll(f)

]
=

1

sl+1
Ll

(
s
∂

∂s
f

)
−

2l

sl+1
Ll(f).

Carrying out the differentiation in the first term, we arrive at the formula as-
serted.

We now prove Lemmas 1 and 2 simultaneously.

Lemma 4: Ll(Ql) = Pl(µ) and sLl
(
∂
∂s
Ql
)

= τ P ′l (µ) for s 6= 0, for all non-
negative integer l.

Proof: We proceed by induction on l. The formulas Ll(Ql) = Pl(µ) and
sLl

(
∂
∂sQl

)
= τ P ′l (µ) are trivially true in case l = 0. Let k ≥ 1 and make the

inductive hypothesis that both formulas hold for values of l less than k.
We begin by establishing the validity of the formula sLk

(
∂
∂s
Qk
)

= τ P ′k(µ).

We note first that ∂
∂s
Qk(s) = (τ − s)Qk−1(s) for all s. The left-hand side of the

assertion can thus be rewritten:

sLk

(
∂

∂s
Qk

)
= τ sLk(Qk−1)− sLk(sQk−1)

= τ sk+1

(
−∂

∂s

1

s

)[
1

sk−1
Lk−1(Qk−1)

]
+ s2Lk−1

(
∂

∂s
Qk−1

)
.

We apply the inductive hypothesis to obtain

sLk

(
∂

∂s
Qk

)
= τ sk+1

(
−∂

∂s

1

s

)[
1

sk−1
Pk−1(µ)

]
+ sτ P ′k−1(µ).
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Using the fact that ∂µ
∂s

= 1 − µ
s
, we perform the remaining derivative on the

right-hand side and find

sLk

(
∂

∂s
Qk

)
= τ

{
kPk−1(µ) + µP ′k−1(µ)

}
= τ P ′k(µ)

as claimed, where the last equality follows from properties of the Legendre
polynomials.

We next establish the validity of the formula Lk(Qk) = Pk(µ). We note first
that

(s− τ)
∂

∂s
Qk = (s− τ)(τ − s)Qk−1

=
(
1− (s− τ)2

)
Qk−1 −Qk−1

= 2kQk −Qk−1

for all s. Thus

Lk

(
s
∂

∂s
Qk

)
= τ Lk

(
∂

∂s
Qk

)
+ 2kLk(Qk)− Lk(Qk−1).

On the other hand, the commutation relation gives us

Lk

(
s
∂

∂s
Qk

)
= s

∂

∂s
Lk (Qk) + kLk(Qk),

so we have

s
∂

∂s
Lk (Qk)− kLk(Qk) = τ Lk

(
∂

∂s
Qk

)
− Lk(Qk−1).

Now, it is straightforward to verify that Ll(f) = − ∂
∂s
Ll−1(f) + l

s
Ll−1(f) for

f ∈ Cl, l ≥ 1. Applying this identity to the term Lk(Qk−1), we find

s
∂

∂s
Lk (Qk)− kLk(Qk) = τ Lk

(
∂

∂s
Qk

)
+

∂

∂s
Lk−1(Qk−1)−

k

s
Lk−1(Qk−1).

For the first term on the right-hand side, we make use of the formula
sLk

(
∂
∂s
Qk
)

= τ P ′k(µ) established above. For the last two terms, we apply
the inductive hypothesis, and we arrive at

s
∂

∂s
Lk (Qk)− kLk(Qk) =

τ2

s
P ′k(µ) +

∂

∂s
(Pk−1(µ))−

k

s
Pk−1(µ).

Making use of the Legendre polynomial identity that relates P ′k and P ′k−1 to
eliminate P ′k−1, we simplify the right-hand side to obtain

s
∂

∂s
Lk (Qk)− kLk(Qk) = (s− µ)P ′k(µ)− kPk(µ).
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This may be rewritten as sk+1 ∂
∂s

(
1
sk
Lk(Qk)

)
= sk+1 ∂

∂s

(
1
sk
Pk(µ)

)
, which

implies 1
sk
Lk(Qk) = 1

sk
Pk(µ) + Ck for some constant Ck.

We may finally determine the constant by evaluating the expressions at
s = 1 + τ. We have Pk(µ(1 + τ)) = Pk(1) = 1. Since derivatives of Qk(s) of
orders less than k contain factors of

(
(s− τ)2 − 1

)
, we see

Lk(Qk)|s=1+τ =

(
−
∂

∂s

)k [
(−1)k

2kk!

(
(s− τ)2 − 1

)k]∣∣∣∣∣
s=1+τ

= 1.

Thus Ck = 0. This completes the proof of Lemma 4.

Remark: The identity Ll(Ql) = Pl(µ), more explicitly

Pl

(
s2 − τ2 + 1

2s

)
=

1

2ll!
sl
(
∂

∂s

1

s

)l (
(s− τ)2 − 1

)l
,

is reminiscent of Rodrigues identity Pl (x) = 1
2ll!

(
∂
∂x

)l (
x2 − 1

)l
. We do not

know if it can be obtained directly from Rodrigues identity.

Remark: Straightforward integration of Ll(Ql) = Pl(µ) shows that

Ql(s) = s

∫ 1+τ

s

s1

∫ 1+τ

s1

s2

∫ 1+τ

s2

· · · sl−1

∫ 1+τ

sl−1

1

sll
Pl(µ(sl)) dsl · · · ds2 ds1,

which would be the most natural definition of Ql(s), based on our original
requirements for Ql(s). We discovered the defining formula used here for Ql(s)
by observing the pattern in the explicit formulas that resulted from computation
of this integral for small values of l.

Acknowledgements: We thank Professor Joseph Keller for notifying us of
the work in [2] prior to its publication. This work was partially supported by
a grant from the Texas Advanced Research Program, and by a University of
North Texas Faculty Research Grant.

References

[1] Folland, G., Introduction to Partial Differential Equations. Mathematical
Notes, Princeton University Press, 1976.

[2] Grote, M., and J.B. Keller, Exact Nonreflecting Boundary Conditions for
the Time Dependent Wave Equation, to appear in SIAM J. Appl. Math.

[3] Warchall, H., Wave propagation at computational domain boundaries. Com-
mun. P.D.E. 16 (1991) 31-41.



14 Reflectionless Boundary Propagation Formulas EJDE–1995/17

[4] Warchall, H., Induced lacunas in multiple-time initial value problems and
unbounded domain simulation. Partial Differential Equations, J. Wiener
and J. Hale, eds., Pitman Research Notes in Mathematics 273 (1992) 258-
264.

Henry A. Warchall

Department of Mathematics

University of North Texas

Denton TX 76203-5116

E-mail: hankw@unt.edu

Addendum. August 26, 1996. The first author’s address is:
Jaime Navarro

Universidad Autonoma Metropolitana

Unidad Azcapotzalco, Division de Ciencias Basicas

Apdo. Postal 16-306

Mexico D.F. 02000

Mexico

E-mail: jnfu@hp9000a1.uam.mx


