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ABSTRACT. We analyze second-order half-linear dynamic equations on time
scales. We prove oscillation and non-oscillation criteria which are sharp in
the sense that the considered equations remain uncovered only for one setting
of their coefficients. We continue in the research of the so-called conditional
oscillation. The previously known conditionally oscillatory dynamic equations
were allowed to contain only periodic coefficients. In the presented results,
we deal with bounded coefficients (among others, our results cover coefficients
which are periodic, almost periodic, having mean values, etc.). We point out
that the results are new even for linear dynamic equations. We also provide
corollaries to illustrate the novelty of our results.

1. INTRODUCTION

The dynamic equations on time scales are in the center of attention of many
researchers almost from their introducing by Stefan Hilger in [23], 24]. The main
benefit of the time scale calculus is the fact that one can work with an arbitrary
non-empty closed subset T of R. Especially, the differential calculus (when T = R)
and the discrete calculus (when T = Z) are special cases of the time scale calculus.
Nowadays, the time scale calculus is well advanced and widely studied, besides the
pure theoretical reasons also for its applications in economy, natural sciences, etc.
For the comprehensive overview, we refer to [0 6]. We recall more details including
the standard notation at the beginning of Section [2] of this paper.

Now, we describe the studied problem and give the corresponding literature
overview of the results up to date. We are interested in the qualitative properties
(namely, the oscillation behaviour) of the second-order half-linear dynamic equation

A s(t)
r(t)®(y> —_—
[r(t)@(y™)] o)
with bounded, rd-continuous, positive coefficients r, s. Such equations are usually
designated half-linear equations (it comes from [4]). The name follows from the
fact that the solution spaces of these equations lack the additivity but they remain
homogeneous. Of course, the linear equations form the special case of (1.1)) given by

D(y7) =0, P(y) =y’ 'sgny, p>1, (1.1)
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p = 2. From this point of view, we can see half-linear equations as the gateway to
non-linear equations. From another point of view, the function ® is one dimensional
p-Laplacian. Hence, the half-linear equations for T = R are the scalar case of partial
differential equations with p-Laplacian. Some partial differential equations can be
reduced (under certain assumptions) to half-linear equations and, at the same time,
some results obtained for half-linear equations can be extended to elliptic partial
differential equations.

The Sturm theory is extendable verbatim for both of the half-linear equations
and the time scale calculus (see, e.g., [1,[2]). Especially, if one solution of oscil-
lates, then all solutions oscillate as well. Therefore, we can classify the considered
equations as oscillatory and non-oscillatory. Unfortunately, the need of working
with differential and difference calculus (together with other closed subsets of R)
and the lack of additivity imply that many methods and tools are not available
(or, at least, they have to be significantly improved) in the study of oscillatory and
non-oscillatory solutions of .

The problem we are about to deal with is closely related to the so-called condi-
tional oscillation. We say that the equation

[r(6)®(y™)] " +e()®(y7) = 0, (1.2)

where v € R and r(t) > 0, is conditionally oscillatory if there exists a positive
constant I such that is oscillatory for v+ > I' and it is non-oscillatory for
~ < I'. This number I is usually called the critical oscillation constant. As one can
easily see, the validity of many comparison theorems (especially, the Sturm’s one)
implies that conditionally oscillatory equations are ideal testing equations (see also
Corollaries 4.5 and [4.6| below).

The approach to the conditional oscillation requires the calculation of the critical
oscillation constant depending on coefficients of the treated equations. Hence, the
coefficients have to be measurable in a certain sense. Typically, the periodic (almost
periodic, etc.) coefficients are considered (see, e.g., [10, 13l 14, 17, B3] B7]). Our
approach is different. We do not require the pure periodicity and not even any
concrete generalization of periodicity. We only need the boundedness of coefficients.
From certain inequalities which are valid for periodic coefficients, we deduce the
oscillation behaviour of the given equation. This procedure leads to two theorems —
one oscillation and one non-oscillation criterion (see Theorems and below).
In addition, the nature of the criteria remains untouched for other types of equations
(see Theorem [3.3| below).

To mention the literature foundations, we begin with the continuous case when
T = R. The first result of this kind appeared in [27] in 1893 (about linear equations
with constant coefficients). During the last decades, many results were published
in this direction, we mention at least papers [15] 25] 28] 29, [30, [31].

The research of the discrete counterparts of the above mentioned results (i.e., for
T = Z) was initiated by [34] in 1959. For the direction towards difference equations,
we refer to [9, 17, 20, [44].

Finally, we recall our basic motivation which comes from [22] [45]. In [45], there
is proved that the Euler-type dynamic equation
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with positive a-periodic coefficients is conditionally oscillatory with the critical
oscillation constant

a2, [t Ap -1, [tta —1
F:I(/t 7“A(T)) (/t s(T)AT> , teT.

Then, in [22], the above result is extended to the Euler-type half-linear dynamic
equation (again with positive a-periodic coefficients)

(o) + -0 g0y~

tr=Yo(t)

where t(P) is the generalized power function. We remark that this function is in-
troduced in Section [ together with a corollary of our results that covers equations
with this power function in the second term (see Corollary below). The value

= (a(pp—l))z’(/tt-m rllp(T)AT)l_p(/tH_a S(T)AT)_l, teT,

is obtained as the resulting critical oscillation constant.

The paper is organized as follows. In the upcoming section, we mention the
notations and we state the used lemmas. The results are formulated and proved
in Section [3] Then, we present a lot of corollaries to illustrate the novelty of our
results (Section [4) and we formulate several open problems (Section [5).

2. PRELIMINARIES AND AUXILIARY RESULTS

In this section, we recall the notion of time scales, including the standard nota-
tion, we prepare tools for our method, and we mention necessary lemmas. The time
scale calculus itself is usually described as a unification of the continuous and dis-
crete calculus. Nevertheless, time scale T is an arbitrary non-empty closed subset
of real numbers, i.e., it covers much more cases than only T =R and T = Z.

Now, we mention the used notation (for details, see [B,[6]). A time scale interval
[a,b] N T is denoted by [a,b]yr. The forward jump operator, the backward jump
operator, and the graininess is denoted by o, p, and p, respectively. For simplicity,
we use the notation f? := foo and f? := fop. The A-derivative of f is denoted by
f? and A-integral of f from a to b by ff f(t)At. Finally, Cyq(T) and CL(T) stand
for the class of rd-continuous and rd-continuous A-differentiable functions defined
on the time scale T.

In this paper, we consider that the time scale T is a-periodic (i.e., there exists
a constant « > 0 such that ¢ € T implies ¢ + o € T) which gives that T is infinite
and sup T = co. We study the second-order half-linear dynamic equation

[r(O@E™)]> +ct)@(y7) =0, ®(y) = |yl" 'seny, p>1,  (2.1)

on the given time scale T, where ¢,r € Cq(T) satisfy
0 <inf{r(t):t e T} <sup{r(t):t e T} < oo, (2.2)
0 <inf{c(t) : t € T} <sup{e(t):t € T} < o0. (2.3)

Naturally, any solution y of satisfies r®(y2) € CL,(T). Since we use integrals
of r'/(1=P)(t), we also need 1/r € Coq(T). Hence, the positivity of the infimum
of r in cannot be replaced by the condition r(¢) > 0 (see [35] for a more
comprehensive discussion on this problem). Note that if we denote by ¢ the number
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conjugated with the given number p > 1 (i.e., p + ¢ = pq), then we immediately
obtain the inverse function to ®(y) in the form ®~1(y) = |y|9~ ! sgny.

Next, we recall the notion of (non-) oscillatory equations. To do this, we define
the generalized zero of a non-trivial solution y of as a point ¢t € T, where

r(t)y(t)y(e(t)) < 0.

In the special case y(t) = 0, ¢ is called the common zero of y. Further, a non-trivial
solution y of is said to be oscillatory on T if y has a generalized zero on
[T,00)T for every 7 € T, and it is said to be non-oscillatory otherwise. Finally,
the time scale version of the half-linear Sturm type separation theorem (besides
the references already given in Introduction, see also [36]) guarantees that if
has one (non-) oscillatory solution, then any non-trivial solution of is (non-)
oscillatory as well. Therefore, we can classify as oscillatory or non-oscilatory.

The basis of our method is the transformation to the Riccati dynamic equation
which can be introduced as follows. We consider a solution y of such that
y(t)y?(t) # 0, t € [t1,t2]T, and we define

o BA)
) = =50 ®)

The differentiation of (2.4) and its combination with (2.1) leads to the Riccati

dynamic equation

(2.4)

w?(t) + c(t) + Sfw, r, ] (t) = 0. (2.5)

The term S[w,r, ] can be expressed as

w r
S =lim —(1—
o,y pu] = fim ( D[@1(r) +>\<I>1(w)]>
and rewritten as

qf’%(lr)|w|q if applied to right-dense t;
S[wa T M =

% (1 — <I>(d>*1(r)—:-‘p<1>*1(w))) if applied to right-scattered t¢.

Taking into account the Lagrange mean value theorem on time scales (see, e.g.,
[B8]), we finally come to S[w,r, ] in the form

(p — Dlw(t)|*In(t) [P~
D[ (r(t)) + p(t) 2~ (w(t))]’
where 7)(t) is between ®~1(r(¢)) and @~ 1(r(t)) + u(t)® 1 (w(t)).
The form of (2.5) with (2.6) is not sufficient enough for our method. Hence, we
apply the transformation

Slw, r, ] (t) = (2.6)

2(t) = —tP~ (1) (2.7)
which leads to the equation

(P = 1)(e(®)" @)~ |=(t)|
trR[O=1(r(t)) + u(t) @ (—2(2) /tP~1)]

22(t) = () (o ()P +
(2.8)
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Equation (2.8) is called the adapted generalized Riccati equation for the consistency
with similar cases in the literature. In (2.8), {(¢) is given by

C(t) = [(Z—jmplz

and 7(t) is between @1 (r(¢)) and ® 1 (r(t)) + ()@ (—2(t)/tP71) (see (2.6)). We
emphasize that, rewriting as (P12 = (p — 1)(¢(t))?~2 and considering the
Lagrange mean value theorem on time scales, it is seen that ((t) is well-defined and
satisfies t < ((t) < o(t).

We finish this section by lemmas that will be needed in the following section
within the proofs of our results. The first lemma is well-known and describes the
connection between the behaviour of solutions of and the Riccati dynamic

equation ([2.5)).
Lemma 2.1. If (2.1)) is non-oscillatory, then there exists a solution w of the as-

sociated generalized Riccati equation (2.5) such that w(t) > 0 for all large t € T.
Moreover, w is decreasing for large t and satisfies

lim w(t) = 0. (2.10)

t—o0

(2.9)

For a proof of the above lemma see [22] [36]. The second lemma is a consequence
of Lemma which is formulated for the adapted Riccati equation (2.8).

Lemma 2.2. If (2.1) is non-oscillatory, then there exists a solution z of the as-
sociated adapted generalized Riccati equation (2.8) such that z(t) < 0 for all large
teT and
t
o 20

t—oo tP—1
The statement of the above lemma follows directly from Lemma where (2.11))
follows from (2.7) and (2.10). The last lemma deals with the adapted Riccati

equation (2.8)) as well and takes into account the time scale version of the Reid
roundabout theorem.

= 0. (2.11)

Lemma 2.3. If there exists a solution z of (2.8) which is negative for all large
t €T, then (2.1) is non-oscillatory.

Proof. The negative solution z of (2.8)) gives the positive solution w of for
which we have the inequality ®~1(r(t)) + pu(t)®~1(w(t)) > 0 for all large t. Using
the well-known roundabout theorem (see, e.g., [36, p. 383]), we obtain that
is non-oscillatory. O

3. OSCILLATION AND NON-OSCILLATION

In this section, we formulate and prove our main results. At first, for reader’s

convenience, let us recall that we deal with the half-linear dynamic equation
A s(t)

) ®(y> — 2 _$(y?) =0, 3.1

[r(H@(y™)]" + 100 2@ (3.1)

where ¢ € T is sufficiently large, functions r,s are rd-continuous, positive, and

bounded and r satisfies inf{r(t) : ¢ € [a,00)r} > 0 for some a € T. Now, we can

formulate the our first theorem as follows.
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Theorem 3.1. Let R, S > 0 be given and let P SRP~! > 1. If

1 t+a 1 t+a
—/ rT9(T)AT > R, and a/ s(m)Ar > S (3.2)
t t

a
for all large t € T, then (3.1) is oscillatory.

Proof. By contradiction, we suppose that is non-oscillatory. Using Lemma
[2:2] there exists a negative solution z of the associated adapted Riccati equation
(see (2.8)

A s(t)(o(t)"? (p = D)(e()" " In@®)P~2|=(t)]

tr=t [0 (r(t)) + p(t) 21 (—2(8) /7~ 1))

(p = 1)(C()P~22(t)

=1
for all large t and z(t)/tP~1 — 0 as t — co. We recall that u(t) < o, t < ((t) <
o(t) <t+a, and
7 (r(t) < n(t) < @7 Hr(1) +ut)2 (w(t) = @7 (r(t)) + u(O) @ (—2()/t"7).

Hence,

(3.3)
_|_

N CIO) , nt)  _ L) o)
i te— =1 Jm ey = e = jim m e =1 (39)
Let large b € T be arbitrarily. We put
rTi=sup{r(t) : t € [b,00)r}, r :=inf{r(t):t € [b,00)r}, (3.5)

sT :=sup{s(t) : t € [b,00)r}, s :=inf{s(t):t € [b,oo)r}.
Recall that it holds (see also (2.2), (2.3))
0<7‘_§r+<oo, 0<s <sT <.
Let € > 0 be sufficiently small. From and , we obtain
A1)
S (L=9)st) | A=) DI @) 201 (L+e)p — Dir22(t)

= t trr(t) tp=1
(1—5)(p—1){ s~ \1—q 1+e¢
> q ]
> ; p_1+(r) |z(1)] +1_€z(t)
_ —1)(— _ -1
S =8 -1)(==()) {( Z(t>)‘1 _ 1+5}
- t rt 1—¢
for all large t. Since € > 0 is arbitrary, the previous estimations prove that
Z2(t) >0 if 2(t) < —rT for large t. (3.7

At the same time, we have (see (3.3]) and (3.4))

(L+e)s(t) | (L+e)(p =1 (r= (1) ~?z(1)]
22(1)] < / + tPr(t)
. (1+e)(p ;_11)15”_2|2(t)| (3.8)
<0+ =1) [p8+ +(r ) ()] + |Z(t)|}

o t -1
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for large t. If we consider z(t) € (—=2rT,0), then (3.8]) implies

e)(p — st
2a ) < LE )t(p 2 o e et ] = s 69
where
K:==(1+¢e)[st+(p-1F")72r")"+ (p—1)2rF]. (3.10)

From (3.7) and (3.9)), it is seen that there exists a negative number M such that
z(t) € (M,0) for all considered large ¢.

Now, we introduce the average function z.ye of the function z by the formula
1 t+a
Zave(t) := —/ z(T)AT. (3.11)
a Jg

Evidently, zave(t) € (M,0) for all considered large ¢.
For large ¢ (see (3.3)), (3.4))), we have

B(t)

ave

1 t+a
= — ZA
@ Jt

Lo (p=1)(a(n)PHn(r)[P2[z(n)|
+7/t TP Q[P + 2

QI

—~

YA

o (r() + u(r)@=1(—z(r) /ro-D)] (3.12)
+1/”a (»— )(C(T)) *2(7) A
J1-c /t+a s() , (= D@, e (p- D)
-« f T T 1—¢ T
Since
/”“ s() | =D @l(m? | 1tep=1)=(1) \
‘ T T 1—¢ T
t+a
_%/t s(T) + (p— Dr=9(r)]2( )|q+1i_i(p—l)z(7)AT‘
t+a
<[ G- o= ne e+ T - i) ar
a? —
< ?(s+ +(p—1)(r )M+ fi(p— 1)IM|) = w
where
2
N = 17— (s++(p L) M| + 1fi(p*1)lM|)’

for large ¢, we obtain (see (3.12)))

_ t+a
A0z [ (s + o= D@l
e N (3.13)
+ T 8(p —1)z(r) — 7)AT.

If we put
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for large t, then we have (see (3.13]))

1 —c t+a
28 (1) > / s(M)AT — (1 —2e)X(t)
at J;
1—¢ t+a
| - v oA - - ey
at  J;
(3.14)
1 +€ t+a
> / (p—Dz(nNAT+(1—-e)X({@#)+ (1 —2)Y(t)
t
N1 —e¢)
- =5
Considering this expression, for large ¢, we show the inequalities
L 1—¢ [tTe
Z < — (1= .
i S /t s(m)Ar — (1 — )X (1), (3.15)
[T ke -0y < B e
ot ), D r 7)|z(T T € <% .
t+a
Lo 1“/ (p— Dz(r)Ar + (1—)X(H) +(1—)Y(t),  (3.17)
4t at J,
N(1l-¢) L
2 e 2 .
12 4t (3.18)

where L := S(1 — ¢ PR'"PS~1)/2 > 0 and € > 0 is arbitrarily small.
The inequality (3.18)) is evidently valid for all t > 4N (1 —¢)/L. Now, we prove
see (|3.2])

(3:15). We have ( )
1 o t+a
Oj /t s(r)AT — (1 — &)X (¢)
l—epl [t S B ~p/a
= — |:E/t s(T)AT — ¢ p(a/t r q(T)AT) } (3.10)
> 1= Els - g RN
_a —ta)s[l PRS- = (1 —te)QL.

To obtain (3.15), it suffices to choose ¢ < 1/2 in (3.19).
Since z(t) € (M, 0), from (3.3 and (3.4) it follows that

A < SOEOF2 L =D 0P
< tp—1 P O[®—1(r(t)) + p(t)®1(—2(t)/tr—1)]
(p=1)C#)P22(t)
1

—q q . (3.20)

< “)(S(Tt) L =1 : W0, @ 1t)\z(t)|>

4T+ (-1 ) M7 + (- D|M))
- .

‘We denote

Pi=2 (s+ =1 ) T M+ (p - 1)|M|> .
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Of course, for large ¢ and € < 1, (3.20) implies
, ) aP , )
|z(t+14) — z(t+7)| < VA [0,a], t+i,t+j€T.

Especially (see directly (3.11])), we know that
aP
|2(7) = zave(t)] < - (3.21)

for all considered large t and 7 € [¢,t + a]r.
Further, since the function y = |z|7 is continuously differentiable on [M, 0], there
exists A > 0 for which

[yl =217 < Aly 2|, y,2 € [M,0]. (3.22)
Hence, we have (see (3.21)) and (3.22))

_ t+o
’lata /t (p—Dr'~9(r)|z(r)|9Ar — (1 — E)Y(t)‘
_ t+a tra
e ) e T N A CoF-
_ _ t+a
< . %/t r U277 = Jzave (1)]7| AT

_ _ — 1—¢q t+a

< R [ et
- - = 1—q t+a

< 1 t e (p 1); ) /t A|2(T) = zave(t)| AT
_ q ,oP

gl,gg-(p—l)(‘)1 A5

For large t, the previous computation gives (3.16)).
It remains to prove (3.17). It holds

1;—; /t+a (p—12z(NAT+(1—e)X(t)+ (1 —e)Y(¢)
t+o —p/q
— [0+ = Demelt) + (1 - 5>q‘p(é/t r1=9(r) Ar) " )

+(1 - 6)\Zave(t)|qq% /tHa () AT} :

We recall the Young inequality which says that
—+—2>UV (3.24)
q

holds for any numbers U, V > 0. If one puts U = (ptX (t))}/? and V = (qtY (t))'/9,
then

UV = (ptX(£) "7 (qty (£) "/
_r” (} /tt+“ P1=a(7) AT)_l/q|Zave(t)| (g /tt+°‘ P1=a(7) AT)l/q7

q \« o}
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ie.,
1 1

pP

Uv = |Zave )l - ( - 1)‘Zave(t)‘7

and

P
% p/t+a 1—

— =tY (1) = |zave (D) |T— r—9(71) AT.
. (t) = [zave(t)] . (1)

For these numbers U, V', inequality (3.24]) gives

1 [tte -p/q
- _ 1—q
q (a /t - 9(7) AT)

t+a
HlemelDT L [ r177) AT = (= Dlome(8)] 2 0.
t

Since € > 0 can be arbltrarlly small, from (3.23)) and (3.25)), we obtaln (13.17 )
Altogether, (3.14) together with (3. 15} (3. 167 3.1 j and (3.18) guarantee
P () P — == (3.26)

ave

for all large t. From (3.26) it follows

lim zaye(t) = 0.
t—oo

(3.25)

In particular, z... is positive at least in one point which is a contradiction. The
proof is complete. O

Theorem 3.2. Let R, S > 0 be given and let P SRP~' < 1. If

1 t+a 1 t+a
—/ r~1(r)AT <R, 7/ s(m) AT < S (3.27)
@ Jy @ Jy

for all large t € T, then (3.1)) is non-oscillatory.

Proof. Henceforth, we consider a sufficiently small number € > 0. Let ¢y € T be
sufficiently large. In particular, we assume that, for all ¢ > ¢g, it holds (see (3 )

t)\p— t)\ p—
1—e§(?)”§1+s, 1—s§($)“g1+e, (3.28)
Vi—e< (@)p‘1 <Vi+e, (3.29)
O (r(t) + p(t) 2 (—z0/tP 1) \ P2
1—e< <1 .
Vise< ( (D) ) <Vits  (3.30)
O (71 (r(1) + ()P (—20/t"7 1)) < ()1 +2), (3.31)
where 2 in 3.31) is an arbltrary number from interval (—27r%,0). As in the
proof of Theorem - (see (3-5) , we introduce r+,r=,sT,57.

Let z be the solution of the assoc1ated adapted Rlccatl equation (see (2.8))
Al = s@@)™* (= D(e®) n®)l"|=(t)|”
Pl RO (D) + al)® (—=(0)/tr ]
(p = D) 22(t)

tp—1

(3.32)
+
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satisfying

(67

2(to) = f(q /jﬁa Tq_Af(T)f_p > . (3.33)

To prove the theorem, it suffices to show that this solution is negative for all ¢ €
[to, 00)t. As in the proof of Theorem [3.1] (see (3.8)), for t > to, we have (see (3.28),
(3-29), and (3.30))
_ q-1 p—2 q —
125 (1)] < (A+e)st) | A+e)p - D M) 70 | (L+e)p—1)l=@)]
t tr(t) t
Lt —1) st

—\)1—¢ q
< S D () e+ (o)
1 -1 +
< (I+e)p )[ S + (r_)l_q(27"+)q + 27,+]
t p—1
if z(t) € (—2r™,0). This means that if z(¢) € (—2r™,0) for some ¢ > t¢, then
K
|22(t)] < ~ (3.34)
for a given positive number K (see (3.10])). Especially, we know that
z(t) € (=2r,0), t€ [to,to + alr. (3.35)
Indeed, it follows from ([3.33])).
If
ot DRy
2r7 < 2(t) < T(l—z—:) ,
then from (3.32)), using (3.28)), (3.29)), (3.30)), and (3.31)), we obtain
22(t)
S (L=9)st) | (=)= D )= | (1+e)p—1)=(t)
= t tr(t)(1+¢) t
- 3.36)
(-1 L+ (
> q
> = | O+ T2(0)

> 19— 1)(=2(1) {(—Z(t))q’l 1 1+ 5] > 0.
t rt 1+ 1-¢
We add that we can consider ¢ > 0 such that 22 (¢) > 0 whenever z(t) < —3r* /2.
The previous fact together with (3.34) imply that any negative solution z satisfies
z(t) € (=2rt,0) for all large t if z(tg) > —r*. We prove that the solution z of

(3.32) satisfying (3.33]) is negative.
From (3.34)), we have

K
[2(to) = 2(1)| < ==, 7€ [to,to + alr. (3.37)
0
Similarly as in the proof of Theorem we define
1 to+a
Zave(t0) = 7/ z(T)AT. (3.38)
(0% to
We know that (see , (3.37), and ([3.38))
K
ave(to) € (—=207,0) and  |zave(to) — 2(to)] < ——. (3.39)

to
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We have (see (3.28), (3.29), and (3.30) with (3.32)))

Zave (tO)

_ ! /to+CY 22 (1)AT = 1 /:OM 75(7)(0(7))1’*2 AT

1 /* (0= D@ OP 20
a J, TPO[D~L(r (7)) + ()P~ (—2(7) /7P~ 1)] (3.40)

(
1 /* (p— DO 22(r) 5

+

+

@ T7p—1

T.

Jlte /* ) | p= D el | 1= (= Do)
Toa to T T +e T

In addition, it holds (see (13.35)))

| /+ L DR 11
T 1+¢ T
o 1)ri—a 1T 1))a
i [ =+ - DA
to+o _
[ )t )
<G (st + - DET) I - D)
~ N(1+¢)
-5

for a positive constant N. Hence, from (3.40)), we obtain
14e [rote _
Aulto) <5 [T ()4 (- Dr Il
0 Jto (3.41)

€ N
+ ?( —1)z(r) + %)AT.

If we put
1 [fote -p/
Xt =7 (5 [ i an)
O (3.42)
Y(t )_L(l o 1=4(5) A )171)
0/ = qp+1 a Ji, r g g ’
then we have (see (3.41))
1 t0+0é
+E/ s(1) — X (to) AT

Otto to

1 to+ao
G Lte / (b — Dr=9(n)| ()7 — ¥ (to) Ar
o Juo (3.43)
1—g [lote 1+e¢ 1+e
4 / (p— Da(r)Ar + T E X (t0) + L v (1)
ato Jy, to 0
N(l+¢)
t2 ’

ave (to)
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Now we prove that z2(tg) < 0. To prove this inequality, it suffices to show (see
(BA3)) that
1 to+a
ZE / s(t) — X(to)AT < L, (3.44)
to
1 tota —L
[ - el - Y] < S (3.45)
a i 4
1—e [fote L
= / (b= D2(r) AT+ (1+) X(to) + (1) Y(to) < =, (3.46)
to
N(1 —L
N+e) <=, (3.47)
to 4

where L := S(1 — ¢ PR'"PS~1) <0.
To obtain (3.47)), it suffices to choose sufficiently large to. Further, we show that
(3.44)) is valid. We have (see (3.27)), (3.42))

1 t0+04
L [T s - Xt
to
14¢ [loto S B -p/q
” /t s(t) —q (a/to r~—(o) 0) T

(1+¢e)(S—q PR/
=(14¢e)S(1—¢PR" PS5 ) =(1+¢e)L <L,

i.e., we obtain (3.44).
Now we prove (3.45)). Let B > 0 be such that

lyl* =127 < Bly — 2|, y,z € [-2r",0]. (3.48)

Using ([3-33), (3-35), (3-37), (3.42)), and (3.48)), we have

IN

14 [loto _
T - el - YA
to
tot+a
[ [T o= o mlsear
(0% to
p(l+¢e) 1 frote = 1-p
! (a/to " q(T)AT) ‘
t(J-’rOt
o = VG RO,
« to

_ p“; e) o)l (= /tm r4(r) a7 )|

to

< 0D [ s ooy~ o)

« to

< @O0 [ ey st

c _ r 1—q tota
< @relp =17 / B2(7) — 2(ty)| AT

« to
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B—ArT
to 0

u+d@—nv>kﬂ/mm Ka

_ BKa(l+e)(p-1) ()"
< t .
For sufficiently large tg, inequality (3.45|) follows from ([3.49) immediately.
It remains to prove (3.46). We have (see (3.38]), (3.42))

1-¢ /tw (p—1)z(T)AT 4+ (1 + ) X (to) + (1 + ) Y (to)

« to

toto —p/q
= (== Dawelte) + 1+ (5 [ 7o) A7) " (3a0)

Oéto

p (1 [t 1-p
+(1+E)qp+1 (a/to T (T)AT) .
Let us assume that
to+a 1—p
Zave(to) = 2(to) = _(g/ rta(r) AT) :
a fy,
Then, (3.50)) gives

. 1—¢
lim
e—0t «

(3.49)

/Ma (p— 1)2(1)Ar + (142) X(to) + (1 +2) Y (to)

to

:f(pfl)(g /:OMTIQ(T) Af)l_pw*p(l /twrlqm AT)_p/q (3.51)

o a fi,

1 tot+a 1—p
i qp]irl (E / i ar) <o,

to

where we use the fact that (p—1)¢' P = ¢ P +p/q’*! (consider p = 1+p/q). Since
the considered terms continuously depend on &, using (3.39)), we can see that
implies (3.46)) for large to.

Finally, using (3.44)), (3.45)), (3.46)), and in (3.43)), we have

A< (L-7-5-7) -7

= <o. (3.52)
Of course, (3.52) means (see (3.38))

1 to+ao
At = [ war=

to

i.e., z(to+a) < z(to). From the above processes (we can replace tg by t), we obtain
the following implication. If z(¢) = z(to) for some t € (tg, 00)T, then z(t+a) < z(t)
and z(1) < 0 for all T € [¢,t + a]r.

To complete the proof, it suffices to show the existence of § > 0 (depending only
on r, s, and «) such that if z(t) € (—0 — 2(t9), —2(to)) for some ¢ € (¢, c0)T, then
z(t+ «a) < z(t) and z(7) < 0 for all 7 € [, + a]r. The initial value z(to) is not
used in the derivatives of , , and @ . Evidently, is valid if we
repla 3)) by a sufficiently small perturbation. Hence, such a number 4 exists

(352

(see ) and the process above Its existence implies that z(¢) is negative for all

t € [to, 00)r (consider again (3.35), (3.36)).
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Altogether, we have proved that the solution z of the initial value problem given

by (3.32) and (3.33) satisfies the inequality z(¢) < 0 for every t € [tg, 00)T (where ¢y
is sufficiently large). Then, the non-oscillation of (3.1)) comes directly from Lemma
2.9] [

Combining the previous two results, we obtain the following main result of this
paper about a simple type of equations.

Theorem 3.3. Let us consider A, B > 0 and the equation

b(t)

[a(t)@(y™)]> + 2 e(y7) =0, (3.53)

where t € T is sufficiently large, functions a,b are rd-continuous, positive, and
bounded, and function a satisfies liminf; . a(t) > 0.
(i) If ? BAP~ > 1 and
1 t+a 1 t+a
7/ a'Ti(T)AT > A, —/ b(t)AT > B (3.54)
a Jy Q Jy
for all large t, then (3.53)) is oscillatory.
(ii) If P BAP~! <1 and
1 t+a 1 t+a
7/ a' ") AT < A, 7/ b(T)AT < B (3.55)
a Jy a Jy

for all large t, then (3.53)) is non-oscillatory.

Proof. The theorem follows from Theorems [3.1] and [3:2] where we put

o(t)b(?)
t

for all considered ¢. For any number 9 > 0, using the limit

a(t)

r(t) =a(t) and s(t) =

lim =1,
t—oo t
we have
1 t+a 1 t+a
f/ s(T)AT = 7/ 70(7)1)(7)A7’ >B -1
a J, a J, T

for all large ¢ in case (i) and

t+a t+a
l/ s(r)AT:l/ MATSB—I—’&
t t

« « T

for all large ¢ in case (ii). Thus, it suffices to consider R = A and replace S by S+
for a sufficiently small number ¥ > 0 so that ¢?(S — 9)RP~1 = ¢?(B — 9)AP~1 > 1
in (i) and ¢?(S + 9)RP~ = ¢?(B+ 9)AP~! < 1 in (ii). O

4. COROLLARIES

In this section, we emphasize some equations which are covered by results of
Section [3] Especially, we formulate special cases which bring new results. The first
direct corollary of Theorem is its formulation for linear equations (we point out
that Theorem is new even for the case p = 2).
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Corollary 4.1. Let us consider A, B > 0 and the equation
A bt) o,

[a(®y]” + —57¥7 =0, (4.1)
where t € T 1is sufficiently large, functions a,b are rd-continuous, positive, and
bounded, and function a satisfies liminf; . a(t) > 0.

(i) If4AB > 1 and
1 t+a 1 1 t+a
—/ —AT > A, —/ b(t)AT > B
a Ji a(r) @ Ji

for all large t, then (4.1) is oscillatory.
(ii) If4AB <1 and

1 t+a 1 1 t+a
—/ —AT <A, 7/ b(t)Ar < B
@ Jy a(r) @ Ji
for all large t, then (4.1) is non-oscillatory.
Further, we can formulate a direct new corollary also for equations with asymp-
totically periodic coefficients. Recall that a function is said to be asymptotically

periodic if it can be written as a sum of two functions, say f1 and fs, such that the
function f; is periodic and the function fs vanishes at infinity, i.e., lim; o, fo(¢) = 0.

Corollary 4.2. Let us consider the equation

Fwe)* + U

where t € T is sufficiently large, functions F,G are rd-continuous, positive, and
asymptotically periodic. Let F' = fi1 + fo and G = g1 + g2, where the functions fi
and g1 are a-periodic and the functions fo and go vanish at infinity. Let us denote

1 t+a 1 1 t+a
A= —/ 1 UT)AT, B:= —/ a1 (T)AT
t t

(0% (0%

q)(yo) =0, (42)

for an arbitrarily given t € T. Equation ([4.2)) is oscillatory if g’ BAP~! > 1; and it
is non-oscillatory if P BAP™1 < 1.

We note that, concerning the studied problem, the most general case analyzed
in the literature (see [22]) deals with periodic coefficients. Hence, Corollary [4.2| is
new in the linear case as well and we can formulate the following new result (which

also follows from Corollary .

Corollary 4.3. Let us consider the equation

Faw?]® + &0

where t € T is sufficiently large, functions F,G are rd-continuous, positive, and
asymptotically periodic. Let F' = f1 + fo and G = g1 + g2, where the functions fy
and g1 are a-periodic and the functions fo and go vanish at infinity. Let us denote

1 [t A7 1 [tte
A= —/ ——, B:= —/ AT.
a Jy fi(7) a Jy g1 (T)AT

Equation (4.3)) is oscillatory if 4AB > 1; and it is non-oscillatory if 4AB < 1.

y? =0, (4.3)
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Equations treated in this paper are often considered with the so-called gener-
alized power function in the literature. Especially, for the difference equations
(T = Z), it is well-described in [26] Definition 2.3] as the falling factorial power.
To introduce the notion of the generalized power function on time scales (see, e.g.,
[22]), we recall the definition of the n-th composition of operator p (see, e.g., [6])
which reads as

AW =t p (1) = plt), P2 = p(p(8)s5 ., (1) = pp" L (1)).
We remark that, in the case of a time scale bounded from below, i.e., —c0 < a =
min T, we put p"(a) = a,n € NU{0}.
Then, the generalized power function with natural or zero exponent is given by

tp(t)---p"H(t), neN\{l}h
t) = t, n=1;
1, n = 0.

For the considered real exponent p > 1, we use the floor function |p| which gives
the greatest integer less than or equal to p. The generalized power function is given

b
) 1) = D { (o= (t))l”’““ (1) 1») }prpJ.

Of course, the generalized power function recalled above is continuous, increasing
in p for large t € T, and it is asymptotically equivalent to the standard power
function 7, i.e.,

lim — =1, (4.4)

which is proved in [22] Lemma 2.4].
Therefore, we can reformulate the results to the form common in the literature.
For example, Theorem [3.3] implies the following corollary (it suffices to use (4.4))).

Corollary 4.4. Let us consider A, B > 0 and the equation

a20A)* + Wagy) =0 (45

where t € T is sufficiently large, functions a,b are rd-continuous, positive, and
bounded, and function a satisfies liminf;_, a(t) > 0.
(i) If ° BAP=1 > 1 and (3.54) is valid for all large t, then is oscillatory.
(ii) If ¢? BAP~! < 1 an is walid for all large t, then s non-
oscillatory.

Next, we can combine our results with comparison theorems to test the non-
oscillation of equations which are not covered by the presented results directly. We
demonstrate this fact by the combination of the Sturm—Picone comparison theorem
(see [36 Theorem 3]) with Theorem to decide whether certain equations with
the second coeflicients changing their sign are non-oscillatory.

Corollary 4.5. Let us consider (3.53) with rd-continuous and bounded coefficients
a,b satisfying liminf, .. a(t) > 0. If ? BAP~! < 1, where
1

t+a 1 t+a
—/ a'Ti(T)AT < A, —/ max {0,b(7)} AT < B
@ Jy @ J

for all large t € T, then (3.53) is non-oscillatory.
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The combination of the well-known Sturm type comparison theorems (see, e.g.,
[1} 2]) with Theorem [3.3[leads to the following Kneser-type (non-) oscillation crite-
ria.

Corollary 4.6. Let us consider the equation
A g
[@(y™)]” + f(He(y7) =0, (4.6)
where f is a rd-continuous function.

(i) If there exist B > 0 and a rd-continuous, positive, and bounded function b
such that

lim inf i{t()t) >~ B> (;ip [ /t o b(T)AT]il

for all large t € T, then (4.6) is oscillatory.

(ii) If there exist B > 0 and a rd-continuous, positive, and bounded function b
such that

. P f(t) a [t -1
h?isoljp ) <B< @ [/t b(T)AT}

for all large t € T, then (4.6) is non-oscillatory.

To formulate the last corollary, we recall the notion of mean values. We say that
a function f: T — R has the mean value

f:= lim 1/tt+0‘" f(r) AT

if the limit exists uniformly with respect to all ¢ € T. Using this concept, we obtain
the last direct consequence of Theorem which reads as follows.

Corollary 4.7. Let us consider the equation

A d(t
@) + Wagn =0 (4.7
where functions c,d have mean values ¢, d, functions ¢'P, d are rd-continuous,
positive, and bounded, and function c satisfies liminf; o, =P (¢) > 0.

(i) If q’@ > ¢ 7P then ([A.7)) is oscillatory.
(ii) If ¢?d < @' ~P, then (4.7) is non-oscillatory.

We add that Corollary [4.7) in the case T = R is the main result of [I5] for a
non-negative and bounded coefficient d.

5. OPEN PROBLEMS

At the end of our paper, we describe several possible applications of the presented
results as well as open problems which seem to be solvable with the help of the
results of this paper. We mention that none of the open problems formulated in
this section is solved for linear dynamic equations. Hence, similarly to the results
presented in the previous sections, the anticipated results for half-linear equations
would imply new results for linear equations as their special cases. A big advantage
of this approach is also the fact that new results obtained in this way are applicable
for both ordinary (linear and half-linear) and partial differential equations on time
scales (for some basics, see, e.g., [3]). For a concrete application of the theory of
the conditional oscillation in partial differential equations, we refer at least to [15].
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Now, we present a list of open problems and possible topics for future research.

(A) The first open problem is to get rid of the requirement on periodicity of the
used time scale. Of course, the time scale can be redefined and supplemented to a
periodic one in some cases. We point out that the methods applied in this paper
use the requirement on periodicity substantially.

(B) The second direction originates from the continuous case, namely from [7, 8, [12]
32]. In those papers, the perturbations of half-linear differential equations which
preserve the conditional oscillation are identified. The form of such perturbed
equations is

[( +Z ngt )17p<1>(y’)} ( +2n: 51? )(Dt(ﬁ’):o, (5.1)

< Log{; (t) io3 Logy(t)

where
k
Logyt = Hlog(i) t, logyt =logt, logg,q)t=1log (log(i) t) , i,keN.
i=1

In addition, using the oscillatory properties of with n = m+1, it is possible to
obtain the behaviour of with n = m in the critical case, which is not solvable
directly (see also part (C) in this list). To find a dynamic equation similar to
which is conditionally oscillatory remains an open problem.

(C)InT heorem it is seen that the critical case remains unsolved. It may be also
considered as the case v = I' in the sense of . Such a situation is typical also in
the continuous and discrete cases (for differential and difference equations). As far
as we know, the critical case is solved only for differential equations (T = R) with
(sums of) periodic coefficients (see, e.g., [I8,19]). We should emphasize that solving
the critical case of more general equations than those with periodic coefficients is
the most likely impossible in general. This conjecture is based on the methods
described in [43] which lead to constructions of almost periodic functions such
that the resulting equation with almost periodic coefficients obtained from these
constructions can be oscillatory or non-oscillatory in the critical case. Note that
the methods of such constructions are used in the discrete case as well (see [16, [42]).
Therefore, it is not possible to describe the oscillation behaviour of such equations
in general (see also [2I], Section 5] and [44, Remark 19]).

(D) Once the results are available for half-linear equations, the natural questions in-
volve partial differential equations on one side and non-linear equations on the other
side. Regarding the non-linear equations, the possible continuation and application
of the results presented in this paper include, e.g., the equations

[r(1)®a(y™)]> + ct) By (y7) = 0, (5.2)
[r(O)(y®)] " + ct)g(y”) =0, (5.3)
[r(D)B(y™)] " + e(t)g(y”) =0, (5.4)

where @, and ®;, (in (5.2)) stand for p-Laplacian with p = a and p = b, respectively.
The function g (in (5.3)) and (5.4)) satisfies the sign condition yg(y) > 0 whenever
y # 0 (see, e.g., [38], [39] 40l 4T] for results in the continuous case).

(E) Another direction of research originates from the need to study equations whose
potential is asymptotically different from s(t)/t? and to find the form of the first
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coefficient which preserves the conditional oscillation. Inspired by the continuous
case, we conjecture that such an equation is the equation

o) + 20

o(y?) =0,

where a € R\ {p — 1}. Some partial results are also known in the discrete case.
For this point, the main references are [I1 20].
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