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Abstract. In this article, we prove the existence and uniqueness of entropy

solutions to nonlinear parabolic equation with variable exponent and L1-data.

The functional setting involves Lebesgue and Sobolev spaces with variable
exponent.

1. Introduction

The purpose of this article is to study the existence and uniqueness of entropy
solutions to the nonlinear parabolic problem involving the p(x)-Laplacian type op-
erator

ut − div a(x,∇u) = f in Q = (0, T )× Ω

u = 0 on ΣT = (0, T )× ∂Ω

u(0, ·) = u0(·) in Ω,
(1.1)

where Ω ⊂ RN (N ≥ 3) is a bounded open domain with smooth boundary and T is
a positive fixed final time.

The study of various mathematical problems with variable exponent has received
considerable attention in recent years. These problems concern applications (see
[2, 10, 11, 21, 22]) and raise many difficult mathematical problems.

The operator −div a(x,∇u) is called p(x)-Laplacian type operator and is a gen-
eralization of the p(x)-Laplace operator −∆p(x)(u) := −div(|∇u|p(x)−2∇u) and the

generalized mean curvature operator −div
((

1 + |∇u|2
)(p(x)−2)/2∇u

)
. Therefore,

the problem (1.1) can be viewed as a generalization of the p(x)-Laplace problem

ut − div(|∇u|p(x)−2∇u) = f in Q = (0, T )× Ω

u = 0 on ΣT = (0, T )× ∂Ω

u(0, ·) = u0(·) in Ω.

(1.2)
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and the generalized mean curvature problem

ut − div
((

1 + |∇u|2
)(p(x)−2)/2∇u

)
= f in Q = (0, T )× Ω

u = 0 on ΣT = (0, T )× ∂Ω

u(0, ·) = u0(·) in Ω.

(1.3)

The existence and uniqueness of renormalized solutions to problems (1.2) and (1.3)
are nowadays well-known (see [3, 24]).

We recall that the notion of renormalized solutions was introduced for the first
time by Diperna and Lions [13] in their study of the Boltzmann equation. An equiv-
alent notion of solutions, called entropy solutions, was introduced independently by
Bénilan and al. in [4]. Following [4] and using the same notion of solution, Ouaro
and Traoré (see [19]) studied the problem

u− div a(x,∇u) = f in Ω
u = 0 on ∂Ω,

(1.4)

where they proved the existence and uniqueness of entropy solution for a data
f ∈ L1(Ω). Relying on these results and applying nonlinear semigroup theory, it
is easy to deduce the existence of a unique mild solution for the abstract Cauchy
problem corresponding to (1.1) and arbitrary L1−data (cf. section 4). In this
paper, we use the abstract semigroup theory to prove the existence and uniqueness
of entropy solution to (1.1) for arbitrary L1−data.

We recall that Wittbold and Zimmermann in [23] studied and proved the exis-
tence and uniqueness of a renormalized solution to the stationary problem

β(u)− div a(x,Du)− divF (u) 3 f in Ω,
u = 0 on ∂Ω,

(1.5)

where f ∈ L1(Ω),Ω a bounded domain of RN (N ≥ 1) with Lipschitz boundary
∂Ω (if N ≥ 2), F : R → RN locally Lipschitz continuous, β : R → 2R a set
valued, maximal monotone mapping such that 0 ∈ β(0), a : Ω × RN → RN a
Carathéodory function and p(·) : Ω → (1,∞) a continuous variable exponent such
that 1 < minx∈Ω p(x) < N . Relying on these above results and applying nonlinear
semigroup theory (see [6]), Bendahmane, Wittbold and Zimmermann proved (see
[3]) the existence and uniqueness of a renormalized solution to the problem (1.2).

Apart from the work by Bendahmane and al [3], Zhang and Zhou [24] studied
the problem (1.2) by using other methods, where they proved the existence and
uniqueness of entropy solutions. They also proved the equivalence between entropy
and renormalized solutions of (1.2). The method used in [24] was the following:
They employed first the difference and variation methods to prove the existence
and uniqueness of a weak solution for the approximate problem of (1.2) under
appropriate assumptions. Then they constructed an approximate solution sequence
and established some a priori estimates. Next, they drew a subsequence to obtain a
limit function and proved that this function is a renormalized solution. Based on the
strong convergence on the truncations of approximate solutions, they obtained that
the renormalized solution to problem (1.2) is also an entropy solution, which leads to
an equality in the entropy formulation. Finally, by choosing suitable test functions,
they proved the uniqueness of renormalized solutions and entropy solutions and
thus, the equivalence of renormalized solutions and entropy solutions. The main
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operator in problem (1.1) is more general than the p(·)-Laplace operator of (1.2)
as we will see later.

The aim of our paper is to extend the results in [19], to the case of parabolic
equations. Inspired by [3] and [24], we first define two notions of solutions of problem
(1.1): The notion of entropy solution and the notion of renormalized solution.
Next, we show that the two notions are equivalent which will permit us to use both
notion when convenient. After that, according to the results in [19], we prove some
properties of the entropy solutions of problem (1.1), by using nonlinear semigroup
theory. Next, we prove the existence and uniqueness of entropy solutions to problem
(1.1).

This article is organized as follows: In section 2 we recall some results of [19], the
assumptions of problem (1.1) and some basic notations and properties of Lebesgue
and Sobolev spaces with variable exponents. In section 3, we give the definition of
entropy and renormalized solutions to problem (1.1) and prove that the two notions
are equivalent. In section 4, using the results of [19], we prove some properties of
entropy solutions to problem (1.1). Finally, in section 5 we prove the existence and
uniqueness of entropy solutions of (1.1).

2. Preliminaries

In this article, we study problem (1.1) with the following assumptions on the
data:

p(·) : Ω→ R is a measurable function such that 1 < p− ≤ p+ < +∞, (2.1)

where p− := ess infx∈Ω p(x) and p+ := ess supx∈Ω p(x).
For the vector field a(·, ·), we assume that a(x, ξ) : Ω×RN → RN is Carathéodory

and is the continuous derivative with respect to ξ of the mapping A : Ω×RN → R,
i.e. a(x, ξ) = ∇ξA(x, ξ) such that:

A(x, 0) = 0 for almost every x ∈ Ω . (2.2)

There exists a positive constant C1 such that

|a(x, ξ)| ≤ C1(j(x) + |ξ|p(x)−1) (2.3)

for almost every x ∈ Ω and for every ξ ∈ RN where j is a nonnegative function in
Lp
′(·)(Ω), with 1

p(x) + 1
p′(x) = 1.

The following inequalities hold

(a(x, ξ)− a(x, η)) · (ξ − η) > 0, (2.4)

for almost every x ∈ Ω and for every ξ, η ∈ RN , with ξ 6= η and
1
C
|ξ|p(x) ≤ a(x, ξ).ξ ≤ Cp(x)A(x, ξ) (2.5)

for almost every x ∈ Ω, C > 0 and for every ξ ∈ RN .
Assumption (2.4) is imposed to obtain uniqueness of the solution to problem

(1.1).

Remark 2.1. (1) Strict monotonicity (see assumption (2.4)) of the vector field is
certainly not needed to prove uniqueness of the entropy solution. It was assumed
it here only just for simplicity.

(2) a(x, 0) = 0 for a.e. x ∈ Ω. Indeed for a.e. x ∈ Ω fixed, denote z = a(x, 0) ∈
RN . By the continuity of a(x, ·), we have limξ→0 a(x, ξ) = z. Suppose now that
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z 6= 0 (if z = 0, there is no need to make a proof; this is the case for example
when a(x, ξ) = |ξ|p−2ξ) and choose ξ0 = −sz with s > 0 used to tend toward 0;
then a(x, ξ0) · ξ0 = −s(z + ε(s)) · z = −s|z|2 − szε(s) ≤ −s|z|2 + s|z‖ε(s)|, where
lims→0 |ε(s)| = 0. Therefore, for s sufficiently small, −s|z|2 + s|z‖ε(s)| < 0, which
is a contradiction by assumption (2.5). Thus, z = 0.

(3) As examples of models with respect to assumptions (2.2)-(2.5) for problem
(1.1), we can give the following.
(i) Set A(x, ξ) = (1/p(x))|ξ|p(x), a(x, ξ) = |ξ|p(x)−2ξ, where p(x) ≥ 2. Then we
obtain the p(x)-Laplace operator

div(|∇u|p(x)−2∇u).

(ii) Set A(x, ξ) = (1/p(x))[
(

1+ |ξ|2
)p(x)/2

−1], a(x, ξ) =
(
1+ |ξ|2

)(p(x)−2)/2
ξ, where

p(x) ≥ 2. Then we obtain the generalized mean curvature operator

div
((

1 + |∇u|2
)(p(x)−2)/2∇u

)
.

As the exponent p(x) appearing in (2.3) and (2.5) depends on the variable x, we
must work with Lebesgue and Sobolev spaces with variable exponents. We define
the Lebesgue space with variable exponent Lp(·)(Ω) as the set of all measurable
functions u : Ω→ R for which the convex modular

ρp(·)(u) :=
∫

Ω

|u|p(x) dx

is finite. If the exponent is bounded, i.e., if p+ < +∞, then the expression

|u|p(·) := inf {λ > 0 : ρp(·)(u/λ) ≤ 1}

defines a norm in Lp(·)(Ω), called the Luxembourg norm. The space (Lp(·)(Ω), |.|p(·))
is a separable Banach space. Moreover, if 1 < p− ≤ p+ < +∞, then Lp(·)(Ω) is
uniformly convex, hence reflexive, and its dual space is isomorphic to Lp

′(·)(Ω),
where 1

p(x) + 1
p′(x) = 1. Finally, we have the Hölder type inequality.∣∣ ∫

Ω

uv dx
∣∣ ≤ ( 1

p−
+

1
p+

)
|u|p(·)|v|p′(·), (2.6)

for all u ∈ Lp(·)(Ω) and v ∈ Lp′(·)(Ω). Now, let

W 1,p(·)(Ω) :=
{
u ∈ Lp(·)(Ω) : |∇u| ∈ Lp(·)(Ω)

}
,

which is a Banach space equipped with the norm

‖u‖1,p(·) = |u|p(·) + |(|∇u|)|p(·).

The space
(
W 1,p(·)(Ω), ‖u‖1,p(·)

)
is a separable and reflexive Banach space. Next,

we define W 1,p(·)
0 (Ω) as the closure of C∞0 (Ω) in W 1,p(·)(Ω) under the norm

‖u‖ := |(|∇u|)|p(·).

The space
(
W

1,p(·)
0 (Ω), ‖u‖

)
is a separable and reflexive Banach space. For the

interested reader, more details about Lebesgue and Sobolev spaces with variable
exponent can be found in [12] (see also [16]).

An important role in manipulating the generalized Lebesgue and Sobolev spaces
is played by the modular ρp(·) of the space Lp(·)(Ω). We have the following result
(cf. [15]).
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Lemma 2.2. If un, u ∈ Lp(·) and p+ < +∞, then the following properties hold:

(1) |u|p(·) > 1⇒ |u|p−p(·) ≤ ρp(·)(u) ≤ |u|p+

p(·);
(2) |u|p(·) < 1⇒ |u|p+

p(·) ≤ ρp(·)(u) ≤ |u|p−p(·);
(3) |u|p(·) < 1 (respectively = 1;> 1)⇐⇒ ρp(·)(u) < 1 (respectively = 1;> 1);
(4) |un|p(·) → 0 (respectively → +∞)⇐⇒ ρp(·)(un)→ 0 (respectively → +∞);
(5) ρp(·)

(
u/|u|p(·)

)
= 1.

Following [3], we extend a variable exponent p : Ω→ [1,+∞) to Q = [0, T ]×Ω by
setting p(t, x) := p(x) for all (t, x) ∈ Q. We also consider the generalized Lebesgue
space

Lp(·)(Q) =
{
u : Q→ R measurable such that

∫∫
Q|u(t, x)|p(x) d(x, t) <∞

}
,

endowed with the norm

‖u‖Lp(·)(Q) := inf
{
λ > 0 :

∫∫
Q

∣∣u(t, x)
λ

∣∣p(x)
d(x, t) < 1

}
,

which shares the same properties as Lp(·)(Ω).
We now recall the main result of [19] for the study of (1.4). We first recall the

definition of the weak and entropy solutions of (1.4).

Definition 2.3. A weak solution of (1.4) is a function u ∈ W 1,1
0 (Ω) such that

a(·,∇u) ∈
(
L1

loc(Ω)
)N and∫
Ω

a(x,∇u) · ∇ϕdx+
∫

Ω

uϕdx =
∫

Ω

f(x)ϕdx, (2.7)

for all ϕ ∈ C∞0 (Ω). A weak energy solution is a weak solution such that u ∈
W

1,p(·)
0 (Ω).

Definition 2.4. A measurable function u is an entropy solution to problem (1.4)
if, for every t > 0, Tt(u) ∈W 1,p(·)

0 (Ω) and∫
Ω

uTt(u− ϕ) dx+
∫

Ω

a(x,∇u) · ∇Tt(u− ϕ) dx ≤
∫

Ω

f(x)Tt(u− ϕ) dx, (2.8)

for all ϕ ∈W 1,p(·)
0 (Ω) ∩ L∞(Ω).

Now, we recall the two main results in [19].

Theorem 2.5 ([19, Theorem 3.2]). Assume that (2.1)-(2.5) hold and f ∈ L∞(Ω).
Then there exists a unique weak energy solution of (1.4).

Theorem 2.6 ([19, Theorem 4.3]). Assume that (2.1)-(2.5) hold and f ∈ L1(Ω).
Then there exists a unique entropy solution to problem (1.4).

Remark 2.7. Theorems 2.5 and 2.6 were generalized by Bonzi and Ouaro (see [8,
Theorem 3.2 and 4.3]). According to [8, Theorem 3.2], [19, Theorem 3.2 ] hold for
f ∈ L(p−)′(Ω).
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3. Equivalence between entropy and renormalized solutions

Let Tk denote the truncation function at height k, that is

Tk(s) =

{
s if |s| ≤ k,
k sign(s) if |s| > k.

For the notion of entropy solution to problem (1.1), we will use the primitive of the
truncation function at height k ≥ 0 denoted by Θk : R→ R+ such that

Θk(r) =
∫ r

0

Tk(s) ds =

{
r2/2 if |r| ≤ k,
k|r| − k2

2 if |r| ≥ k.

It is obvious that Θk(r) ≥ 0 and Θk(r) ≤ k|r|. We denote

T 1,p(·)
0 (Q) =

{
u : Ω× (0, T ]→ R measurable ;Tk(u) ∈ Lp−(0, T ;W 1,p(·)

0 (Ω)),

with ∇Tk(u) ∈
(
Lp(·)(Q)

)N
, for every k > 0

}
.

Next, we define the weak gradient of a measurable function u ∈ T 1,p(·)
0 (Q). The

proof follows from [4, Lemma 2.1] due to the fact that W 1,p(·)
0 (Ω) ⊂W 1,p−

0 (Ω).

Proposition 3.1. For every measurable function u ∈ T 1,p(·)
0 (Q), there exists a

unique measurable function ν : Q→ RN , which we call the weak gradient of u and
denote ν = ∇u, such that

∇Tk(u) = νχ{|u|<k}, almost everywhere in Q and for every k > 0,

where χE denotes the characteristic function of a measurable set E. Moreover, if
u belongs to L1(0, T ;W 1,1

0 (Ω)), then ν coincides with the gradient of u.

The notion of the weak gradient allows us to give the following definitions of
entropy and renormalized solutions to problem (1.1). We define the spaces:

V =
{
f ∈ Lp−(0, T ;W 1,p(·)

0 (Ω)) : |∇f | ∈ Lp(·)(Q)
}
,

E =
{
ϕ ∈ V ∩ L∞(Q) : ϕt ∈ V ∗ + L1(Q)

}
.

According to [20], we have E ⊂ C([0, T ];L1(Ω)).

Definition 3.2. An entropy solution to problem (1.1) is a function u ∈ T 1,p(·)
0 (Q)∩

L∞(Q) such that the mapping

[0, T ] 3 t 7→
∫

Ω

Θk(u− φ)(t, x) dx

is a.e. equal to a continuous function for all k > 0 and all φ ∈ E, and∫
Ω

Θk(u− φ)(T ) dx−
∫

Ω

Θk(u0 − φ(0)) dx

+
∫
Q

φtTk(u− φ) dx dt+
∫
Q

a(x,∇u) · ∇Tk(u− φ) dx dt

=
∫
Q

fTk(u− φ) dt dx,

(3.1)

for all k > 0 and φ ∈ E.
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Definition 3.3. A function u ∈ T 1,p(·)
0 (Q) ∩ L∞(Q) is a renormalized solution to

problem (1.1) if the following conditions are satisfied: (i)

lim
n→+∞

∫
{(t,x)∈Q:n≤|u(t,x)|≤n+1}

|∇u|p(x) dt dx = 0; (3.2)

(ii) for all S in W 2,∞(R) such that S′ has a compact support,
∂

∂t
S(u)− div

[
S′(u)a(x,∇u) + S”(u)a(x,∇u) · ∇u

]
= fS′(u) in D′(Q), (3.3)

S(u)(0) = S(u0) in L1(Ω) . (3.4)

Remark 3.4. Using the fact that for any function ϕ ∈ V ∩ L∞(Q), there exists
functions ϕn ∈ D(Q) that converge strongly to ϕ in V and weak-* in L∞(Q), we
see that in (3.1) and (3.3) we cannot only use the test functions in D(Q), but also
functions in V ∩ L∞(Q). In fact, we can replace (3.3) by〈∂S(u)

∂t
, ϕ
〉

+
∫ T

0

∫
Ω

[
S′(u)a(x,∇u) · ∇ϕ+ S”(u)a(x,∇u) · ∇(u)ϕ

]
dx dt

=
∫ T

0

∫
Ω

fS′(u)ϕdx dt,

(3.5)

where 〈·, ·〉 denotes the duality pairing between V ∗ + L1(Q) and V ∩ L∞(Q).

To find more estimates for entropy solutions and also to get useful a priori
estimates of approximate solutions to the equation (5.2) below, the following inte-
gration by parts formula plays a crucial role.

Lemma 3.5. Let f : R → R be a continuous piecewise C1 function such that
f(0) = 0 and f ′ is zero outside a compact set of R. Let us denote F (s) =

∫ s
0
f(r) dr.

If u ∈ V is such that ut ∈ V ∗ + L1(Q) and if ψ ∈ C∞(Q), then we have

〈ut, f(u)ψ〉 =
∫

Ω

F (u(T ))ψ(T ) dx−
∫

Ω

F (u(0))ψ(0) dx−
∫
Q

ψtF (u) dx dt,

where 〈·, ·〉 denotes the duality pairing between V ∗ + L1(Q) and V ∩ L∞(Q).

The proof of the above lemma follows the same lines as the proof of [14, Lemma
7.1]; we omit it.

Next, we have a result showing the equivalence between entropy and renormalized
solutions of (1.1).

Theorem 3.6. A function u is an entropy solution of (1.1) if and only if it is a
renormalized solution.

The proof of the above theorem is the same as in constant exponent case; see
[14].

4. Properties of entropy solutions

In this section, we prove the existence of mild solutions of (1.1) satisfying an L1-
comparison principle. A classical method to prove that consists in approximating
(1.1) for ε > 0, by an implicit time-discretization

uεi − uεi−1

tεi − tεi−1

= div a(x,∇uεi) + f εi in D′(Ω), for i = 1, . . . , n,

uεi ∈W
1,p(·)
0 (Ω) ∩ L∞(Ω),

(4.1)
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where n ∈ N, 0 = tε0 < tε1 < · · · < tεn ≤ T and f εi ∈ L∞(Ω), i = 1, . . . , n such that
n∑
i=1

∫ tεi

tεi−1

‖f(t)− f εi ‖L1(Ω)dt→ 0, max
i=1,...,n

(tεi − tεi−1)→ 0,

T − tεn → 0, ‖u0 − uε0‖L1(Ω) → 0 as ε→ 0.

The function uε is piecewise constant, defined by

uε = uεi on (tεi−1, t
ε
i ], i = 1, . . . , n; uε(0) = uε0.

This method is actually the method of nonlinear semigroup theory. Naturally, we
are led to give the following concept.

Definition 4.1. A mild solution of (1.1) is a function u ∈ C([0, T ];L1(Ω)) which
is the uniform limit of the piecewise constant function uε.

The main result of this section is the following.

Theorem 4.2. For any (u0, f) ∈ L1(Ω)×L1(Q), there exists a unique mild solution
u of (1.1). Moreover, the following contraction principle holds: for any 0 ≤ t ≤ T ,
if u (resp. û) is a mild solution of (1.1) with respect to (u0, f) ∈ L1(Ω) × L1(Q)
(resp. (û0, f̂) ∈ L1(Ω)× L1(Q)), then

‖u(t)− û(t)‖L1(Ω) ≤ ‖u0 − û0‖L1(Ω) +
∫ t

0

∣∣∣∣f(s)− f̂(s)
∣∣∣∣
L1(Ω)

ds.

According to the nonlinear semigroups theory (see [6]), the preceding result is,
essentially, a consequence of the result of Proposition 4.3 below. Before stating the
proposition, we need to recall some definitions. Let A be a (possibly) multivalued
nonlinear operator in L1(Ω) that is A : L1(Ω)→ P(L1(Ω)); as usual, A is identified
with its graph {(u, v) ∈ L1(Ω)×L1(Ω); v ∈ Au}. The operator A is called accretive
if

‖u− û‖1 ≤ ‖u− û+ σ(v − v̂)‖1, for any (u, v), (û, v̂) ∈ A, σ > 0;

i.e., for any σ > 0, the resolvent of A, (I + σA)−1, is a single-valued operator and
a contraction in the L1−norm.

The operator A is called T -accretive if ‖(u− û)+‖1 ≤ ‖(u− û)+ + σ(v − v̂)+‖1,
for any (u, v), (û, v̂) ∈ A, σ > 0; equivalently, if∫

{u>û}
(v − v̂)+ +

∫
{u=û}

(v − v̂)+ ≥ 0,

for any (u, v), (û, v̂) ∈ A. Finally, the operator A is called m-accretive (resp. m−T -
accretive) if A is accretive (resp. T -accretive) and, moreover, R(I + σA) = L1(Ω),
for any σ > 0 (cf. [6] ).

Proposition 4.3. There exists an operator

A = {(u, f) ∈ L1(Ω)× L1(Ω);u is an entropy solution of (1.4)}

such that
(i) A is T -accretive (and even completely accretive, cf. [5]);

(ii) R(I + σA) = L1(Ω), for any σ > 0;
(iii) D(A) = L1(Ω).
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Proof. (i) Let u (resp. û) be a weak solution of (1.4) for f (resp. f̂) ∈ L∞(Ω). We
use 1

kTk(u− û)+ as test function in (2.7) for k > 0 to get upon addition∫
Ω

(u− û)
1
k
Tk(u− û)+ dx+

∫
{|u−û|<k}

(a(x,∇u)− a(x,∇û)) · ∇(u− û)+ dx

=
∫

Ω

(f − f̂)
1
k
Tk(u− û)+ dx.

Letting k tend to 0 and using assumption (2.4), we obtain∫
Ω

(u− û)+ dx ≤
∫

Ω

(f − f̂) sign+
0 (u− û) dx

≤
∫
{u=û}

(f − f̂)+ dx+
∫

Ω

(f − f̂) sign+
0 (u− û) dx

=
[
(u− û)+, (f − f̂)+

]
,

(4.2)

where for g, h ∈ L1(Ω), the bracket [g, h] denotes the right-hand side Gâteaux
derivative of the L1-norm at g in the direction of h, i.e.,

[g, h] = lim
λ→0

‖g + λh‖1 − ‖g‖1
λ

=
∫
{g=0}

|h| dx+
∫

Ω

h sign0(g) dx,

with r ∈ R 7→ sign0(r), the usual sign-function which is equal to −1 on (−∞, 0),
equal to 1 on (0,+∞) and equal to 0 for r = 0.

Now, let f, f̂ ∈ L1(Ω) and u, û be two entropy solutions of (1.4) with f and f̂ as
data respectively. Then [19], there exist (un, fn) and (ûn, f̂n) such that un, ûn are
weak solutions of (1.4) with fn, f̂n ∈ L∞(Ω) as data and such that: un → u and
ûn → û in measure, fn → f and f̂n → f̂ in L1(Ω), as n approaches ∞.

According to [19], un → u a.e. in Ω, ûn → û a.e. in Ω. By setting fn = Tn(f),
f̂n = Tn(f̂) and using (4.2), we have∫

Ω

(un − ûn)+ dx ≤
∫

Ω

(fn − f̂n) sign+
0 (u− û) dx

≤
∫

Ω

Tn(f) sign+
0 (u− û) dx+

∫
Ω

Tn(f̂) sign+
0 (u− û) dx

≤ ‖f‖1 + ‖f̂‖1 < +∞.

Therefore, by Fatou’s lemma, we deduce that∫
Ω

(u− û)+ dx ≤ lim inf
n→+∞

∫
Ω

(un − ûn)+ dx. (4.3)

From (4.2), we have∫
Ω

(un − ûn)+ dx ≤
[
(un − ûn)+, (fn − f̂n)+

]
.

Note also that [·, ·] is upper semi-continuous which gives

lim sup
n→+∞

[
(un − ûn)+, (fn − f̂n)+

]
≤
[
(u− û)+, (f − f̂)+

]
. (4.4)

Finally, we use (4.3) and (4.4) to obtain∫
Ω

(u− û)+ dx ≤
[
(u− û)+, (f − f̂)+

]
.
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Assertion (ii) is a direct consequence of [19, Theorem 4.3].

(iii) As L∞(Ω) = L1(Ω), we will prove that L∞(Ω) ⊂ D(A)
‖.‖1 . Let α > 0,

and f ∈ L∞(Ω). We denote uα := (I + αA)−1f . Then (uα, 1
α (f − uα)) ∈ A. As

f ∈ L∞(Ω) then, according to Theorem 2.5, uα is a weak energy solution of (1.4).
Let’s take φ ∈ D(Ω) as a test function in (2.7) to obtain

α

∫
Ω

a(x,∇uα) · ∇φdx+
∫

Ω

uαφdx =
∫

Ω

f(x)φdx. (4.5)

The following Lemma provides L∞-a priori estimates of a solution u and is crucial
for the next of the proof.

Lemma 4.4. Let u be a weak energy solution of (1.4), then

‖u‖s ≤ C‖f‖s, for 1 ≤ s ≤ +∞.

Proof. The proof is rather classical (see. [19]). For the sake of completeness, let us
recall the arguments. For p ∈ P0 =

{
p ∈ C∞(R); 0 ≤ p′ ≤ 1, supp p′ is compact,

0 /∈ supp p
}

, we take p(uα) as a test function in (4.5) to obtain∫
Ω

p(uα)f(x) dx

= α

∫
Ω

a(x,∇uα) · ∇p(uα) dx+
∫

Ω

p(uα)uα dx

= α

∫
Ω

[
a(x,∇uα)− a(x, 0)

]
· ∇uαp′(uα) dx+ α

∫
Ω

a(x, 0) · ∇uαp′(uα) dx

+
∫

Ω

p(uα)uα dx

≥ α
∫

Ω

a(x, 0) · ∇uαp′(uα) dx+
∫

Ω

p(uα)uα dx

=
∫

Ω

p(uα)uα dx (by the divergence formula).

(4.6)

Next, we choose p such that p(k) = |k|s−2k for 1 ≤ s < +∞ in (4.6) to obtain∫
Ω

|uα|s−2uαf dx ≥
∫

Ω

|uα|s dx. (4.7)

By Hölder inequality, from (4.7) we obtain∫
Ω

|uα|s dx ≤ ‖f‖s
(∫

Ω

(
|uα|s−1

)s′
dx
)1/s′

,

which gives
‖uα‖s ≤ ‖f‖s. (4.8)

As f ∈ L∞(Ω), then (4.8) implies ‖uα‖∞ ≤ ‖f‖∞. �

Now, let us come back to the proof of Proposition 4.3. We take uα as a test
function in (4.5) to obtain

α

∫
Ω

a(x,∇uα) · ∇uα dx = −
∫

Ω

u2
α dx+

∫
Ω

f(x)uα dx

≤ ‖uα‖q‖f‖p.
(4.9)
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Then, by Lemma 4.4 and (2.5), from (4.9) we deduce that

α

∫
Ω

|∇uα|p(x)dx ≤ C‖f‖p‖f‖q <∞ (because f ∈ L∞(Ω)). (4.10)

Now, by using the Hölder type inequality, for all φ ∈ D(Ω), we have∣∣α ∫
Ω

a(x,∇uα) · ∇φdx
∣∣

≤ C1α

∫
Ω

(
j(x) + |∇uα|p(x)−1

)
|∇φ|dx

≤ C ′α‖j‖p′(·)‖∇φ‖p(·) + C ′α
∣∣(|∇uα|p(x)−1

)∣∣
p′(·)‖∇φ‖p(·)

≤ C max
(
α

1− 1
p− (αρp(·)(∇uα))

1
p− , α

1− 1
p+ (αρp(·)(∇uα))

1
p+

)
+ Cα.

(4.11)

According to (4.10), from (4.11) we deduce that∣∣α ∫
Ω

a(x,∇uα) · ∇φdx
∣∣→ 0 as α→ 0. (4.12)

From (4.5) by using (4.12) we obtain

uα → f as α→ 0, in D′(Ω). (4.13)

Note also that (uα)α>0 is uniformly bounded by Lemma 4.4, then up to a subse-
quence, uα → f in Lp(Ω), for all 1 < p < +∞ and a.e. in Ω.

Now, ‖uα‖p ≤ ‖f‖p for all 1 < p < +∞ by Lemma 4.4, then by the Lebesgue
dominated convergence theorem, we deduce that

uα → f as α→ 0, in Lp(Ω), ∀1 < p < +∞. (4.14)

As Ω is bounded, (4.14) implies

uα → f in L1(Ω) as α→ 0. (4.15)

Therefore, by (4.15), we deduce that D(A) = L1(Ω). �

By Proposition 4.3, the nonlinear operator A is m-accretive in L1(Ω). Then,
by the general theory of nonlinear semigroups (see [6]) we conclude that the ab-
stract evolution problem corresponding to (1.1) admits a unique mild solution

u ∈ C([0, T ];L1(Ω)) for any initial datum u0 ∈ D(A)
‖.‖L1(Ω) and any right-hand

side f ∈ L1(0, T ;L1(Ω)).

Lemma 4.5. Let u be an entropy solution to problem (1.1), then

‖u‖L∞(0,T ;L1(Ω)) ≤ ‖f‖L1(Q) + ‖u0‖L1(Ω), (4.16)

‖∇Tk(u)‖Lp(·)(Q)

≤ kmax
{(
‖f‖L1(Q) + ‖u0‖L1(Ω)

)1/p−
,
(
‖f‖L1(Q) + ‖u0‖L1(Ω)

)1/p+
}
.

(4.17)

Proof. Step 1: Proof of (4.17). Taking φ = 0 as a test function in (3.1), we obtain∫
Ω

Θk(u)(T ) dx−
∫

Ω

Θk(u0) dx+
∫
Q

a(x,∇u) · ∇Tk(u) dx dt

=
∫
Q

fTk(u) dx dt.
(4.18)
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By the definition of Θk, we have Θk(u) ≥ 0. Using hypothesis (2.5), inequality
(4.18) becomes

1
C

∫
Q

|∇Tk(u)|p(x) dx dt ≤
∫

Ω

Θk(u0) dx+
∫
Q

fTk(u) dx dt

≤
∫

Ω

k|u0|dx+
∫
Q

fTk(u) dx dt

≤ k
(∫

Ω

|u0|dx+
∫
Q

|f | dx dt
)
,

then, according to Lemma 2.2, we deduce that

‖∇Tk(u)‖Lp(·)(Q)

≤ kmax
{(
‖f‖L1(Q) + ‖u0‖L1(Ω)

)1/p−
,
(
‖f‖L1(Q) + ‖u0‖L1(Ω)

)1/p+
}
.

Step 2: Proof of (4.16). In the following, we use the function Sn : R→ R defined
by:

Sn(s) =
∫ s

0

hn(r)dr, where hn(s) = 1− |T1(s− Tn(s))|. (4.19)

Note that Sn satisfies

Sn(r) = Sn(Tn+1(r)), ‖S′n‖L∞(R) ≤ 1,

suppS′n ⊂ [−(n+ 1), n+ 1], S′′n = 1[−n−1,−n] − 1[n,n+1].
(4.20)

Let t1 ∈ (0, T ) and θε(t) =
(
1− (t−t1)+

ε

)+. Then θε is continuous on [0,+∞), θε = 1
on [0, t1], θε = 0 on [t1 + ε,+∞) and θε is linear on [t1, t1 + ε]. Using ϕ = 1

kTk(u)θε
as a test function in (3.3)(since entropy and renormalized solutions are equivalent)
and taking S = Sn, we obtain

1
k

∫ T

0

∫
Ω

θε(Sn(u))tTk(u) dx dt

+
1
k

∫ T

0

∫
Ω

S′n(u)a(x,∇u) · ∇(Tk(u)θε)dx dt

=
1
k

∫ T

0

∫
Ω

fS′n(u)Tk(u)θε dx dt

− 1
k

∫ T

0

∫
Ω

S′′n(u)a(x,∇u) · ∇uTk(u)θε dx dt.

(4.21)

Since S′′n(s) = 0 for |s| /∈ [n, n+ 1], we can write

S′′n(u)a(x,∇u) · ∇uTk(u) = S′′n(u)a(x,∇Tn+1(u)) · ∇(Tn+1(u))Tk(u) ∈ L1(Q).

Since θε → 1[0,t1] and is bounded by 1 as ε→ 0, using Lebesgue dominated conver-
gence theorem in equality (4.21), we obtain

1
k

∫ t1

0

∫
Ω

(Sn(u))tTk(u) dx dt+
1
k

∫ t1

0

∫
Ω

S′n(u)a(x,∇u) · ∇(Tk(u)) dx dt

+
1
k

∫ t1

0

∫
Ω

S′′n(u)a(x,∇u) · ∇uTk(u) dx dt

=
1
k

∫ t1

0

∫
Ω

fS′n(u)Tk(u) dx dt.

(4.22)
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Let n ≥ M . We have Tk(u) = Tk(Sn(u)) (since Sn(s) = s on [−M,M ], |Sn(s)| ≥
M and sign(Sn(s)) = sign(s) outside [−M,M ]), (Sn(u))(t1) → u(t1, ·) in L1(Ω),
Sn(u0)→ u0 in L1(Ω) and S′n(u)→ 1 a.e. in Q as n→ +∞. Since |S′′n(s)| ≤ 1 and
S′′n(s) 6= 0 only if |s| ∈ [n, n+ 1], using (2.3) we can write∣∣ ∫ t1

0

∫
Ω

S′′n(u)a(x,∇u) · ∇uTk(u) dx dt
∣∣

≤ k
∫
{n≤|u|≤n+1}

∣∣∣a(x,∇u) · ∇u
∣∣∣ dx dt

≤ k
∫
{n≤|u|≤n+1}

C1

(
j(x) + |∇u|p(x)−1

)
|∇u| dx dt

≤ k
∫

Ω

C1

(
j(x) + |∇u|p(x)−1

)
|∇u|1{n≤|u|≤n+1} dx→ 0 as n→ +∞.

Passing to the limit in (4.22) as n→ +∞, we obtain

1
k

∫ t1

0

∫
Ω

utTk(u) dx dt+
1
k

∫ t1

0

∫
Ω

a(x,∇Tk(u)) · ∇(Tk(u)) dx dt

=
1
k

∫ t1

0

∫
Ω

fTk(u) dx dt,
(4.23)

for all t1 ∈ (0, T ). By (2.5), from (4.23), we obtain

1
k

∫ t1

0

∫
Ω

utTk(u) dx dt ≤ 1
k

∫ t1

0

∫
Ω

fTk(u) dx dt.

Letting k → 0 in the inequality above, we obtain∫ t1

0

∫
Ω

ut sign0(u) dx dt ≤
∫ t1

0

∫
Ω

f sign0(u) dx dt.

which implies

‖u(t1, ·)‖L1(Ω) ≤ ‖f‖L1(Q) + ‖u0‖L1(Ω), for all t1 ∈ (0, T )

i.e.
‖u‖L∞(0,T ;L1(Ω)) ≤ ‖f‖L1(Q) + ‖u0‖L1(Ω) .

This completes the proof. �

Now, for any continuous and monotonic function ψ, we define the proper lower
semi-continuous and convex or upper semi-continuous and concave function

Bψ(s) =
∫ s

0

ψ(r) dr.

To prove the existence of weak solutions, we need an energy estimate similar to the
one given in [1, Lemma 1.5].

Lemma 4.6. Let ψ ∈ C0,1(R) be monotone, let u be a measurable function such
that u ∈ Lp−(0, T ;W 1,p(·)

0 (Ω)). Then Bψ(u) ∈ L∞(0, T ;L1(Ω)) and, for almost
every t ∈ [0, T ], ∫

Ω

Bψ(u(t))ξ(t) dx−
∫

Ω

Bψ(u0)ξ(0) dx

=
∫ t

0

∫
Ω

utψ(u)ξ dx dt+
∫ t

0

∫
Ω

Bψ(u)ξt dx dt
(4.24)
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for any ξ ∈ C0,1(Q) such that ψ(u)ξ ∈ L2(0, T ;W 1,1
0 (Ω)).

For the proof of the above lemma, see the proof of [9, Lemma 4].
By a weak solution of (1.1) we understand a solution in the sense of distributions

that belongs to the energy space, i.e.,

u ∈ V =
{
f ∈ Lp−(0, T ;W 1,p(·)

0 (Ω)); |∇f | ∈ Lp(·)(Q)
}
,

∂u

∂t
− div a(x,∇u) = f in D′(Q), u(0, ·) = u0 .

(4.25)

To complete this section we prove the following proposition.

Proposition 4.7. Assume that (2.1)-(2.5) hold, u0 ∈ L∞(Ω), f ∈ L∞(Q) and u
is the unique mild solution of (1.1). Then u is a weak solution of (1.1).

Proof. For i = 0, 1, . . . , n, let uεi be the unique weak energy solution of

εf εi + uεi−1 ∈ (I + εA)uεi .

We have ∫
Ω

a(x,∇uεi) · ∇ϕdx+
∫

Ω

uεi − uεi−1

ε
ϕdx =

∫
Ω

f εi ϕdx, (4.26)

for all ϕ ∈ W 1,p(·)
0 (Ω). Taking ϕ = uεi as test function in (4.26), integrating over

(tεi−1, t
ε
i) and summing up the inequalities over i = 1, . . . , n, we obtain
n∑
i=1

∫ tεi

tεi−1

∫
Ω

uεi − uεi−1

ε
uεi dx dt+

n∑
i=1

∫ tεi

tεi−1

∫
Ω

a(x,∇uεi) · ∇uεi dx dt

=
n∑
i=1

∫ tεi

tεi−1

∫
Ω

f εi u
ε
i dx dt.

(4.27)

By (2.5) and as BId is convex, from (4.27) we deduce that
n∑
i=1

∫ tεi

tεi−1

∫
Ω

BId(uεi)−BId(uεi−1)
ε

dx dt+
n∑
i=1

∫ tεi

tεi−1

1
C

∫
Ω

|∇uεi |p(x) dx dt

≤
n∑
i=1

∫ tεi

tεi−1

∫
Ω

f εi u
ε
i dx dt.

Consequently, if we set ε = tεi−tεi−1, then fε(t) = f εi and uε(t) = uεi for t ∈ (tεi−1, t
ε
i ],

i = 1, . . . , n; uε(0) = uε0. It follows that∫
Ω

[
BId(uε(T ))−BId(uε(0))

]
dx+

1
C

∫ T

0

∫
Ω

|∇uε|p(x) dx dt

≤
∫ T

0

∫
Ω

fεuε dx dt.

As BId(uε(T ))−BId(uε(0)), uε, fε ∈ L∞(Ω), we obtain∫ T

0

∫
Ω

|∇uε|p(x) dx dt ≤ C ⇒
∫ T

0

∫
Ω

|∇uε|p− dx dt ≤ C. (4.28)

Using the Poincaré inequality with constant exponent, we deduce that (uε)ε>0 is
uniformly bounded in Lp−(0, T ;W 1,p(·)

0 (Ω)). So, there exists a subsequence still
denoted (uε)ε>0, such that

uε ⇀ u in Lp−(0, T ;W 1,p(·)
0 (Ω)) as ε→ 0, (4.29)
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∇uε ⇀ ∇u in
(
Lp(·)(Q)

)N as ε→ 0. (4.30)

Since (∇uε)ε>0 is uniformly bounded in
(
Lp(·)(Q)

)N , by (2.3) we deduce that(
a(x,∇uε)

)
ε>0

is uniformly bounded in
(
Lp
′(·)(Q)

)N and then we can assume that

a(x,∇uε) ⇀ Φ in
(
Lp
′(·)(Q)

)N as ε→ 0. (4.31)

From (4.26), we have∫
Ω

a(x,∇(uε)) · ∇ϕdx+
∫

Ω

uε(t)− uε(t− ε)
ε

ϕ dx =
∫

Ω

fε(t)ϕdx, (4.32)

for all ϕ ∈W 1,p(·)
0 (Ω). Then, taking ψ ∈W 1,1(0, T ;W 1,1(Ω)∩L∞(Ω))∩E, ψ(T ) = 0

as a test function in (4.32), we obtain∫ T

0

∫
Ω

a(x,∇uε(t)) · ∇ψ(t) dx dt+
∫ T

0

∫
Ω

uε(t)− uε(t− ε)
ε

ψ(t) dx dt

=
∫ T

0

∫
Ω

fε(t)ψ(t) dx dt.

(4.33)

We have∫ T

0

∫
Ω

uε(t)− uε(t− ε)
ε

ψ(t) dx dt

=
∫ T

0

∫
Ω

uε(t)
ε

ψ(t) dx dt−
∫ T

0

∫
Ω

uε(t− ε)
ε

ψ(t) dx dt

=
∫ T

0

∫
Ω

uε(t)
ε

ψ(t) dx dt−
∫ T−ε

−ε

∫
Ω

uε(s)
ε

ψ(s+ ε) dx ds (where s = t− ε)

=
∫ T−ε

0

∫
Ω

uε(t)
ε

ψ(t) dx dt+
∫ T

T−ε

∫
Ω

uε(t)
ε

ψ(t) dx dt

−
∫ 0

−ε

∫
Ω

uε(s)
ε

ψ(s+ ε) dx ds−
∫ T−ε

0

∫
Ω

uε(s)
ε

ψ(s+ ε) dx ds

= −
∫ T−ε

0

∫
Ω

uε(t)
ψ(t+ ε)− ψ(t)

ε
dx dt+

∫ T

T−ε

∫
Ω

uε(t)ψ(t)
ε

dx dt

−
∫ ε

0

∫
Ω

u0,ε(t)ψ(t)
ε

dx dt,

→ −
∫ T

0

∫
Ω

u(t)ψt dx dt−
∫

Ω

u0ψ(0) dx dt as ε→ 0,

where uε(t) = u0 for t ≤ 0. Therefore, taking limit in (4.33) as ε→ 0, we obtain∫ T

0

∫
Ω

Φ · ∇ψ dx dt−
∫ T

0

∫
Ω

uψt dx dt−
∫

Ω

u0ψ(0) dx dt

=
∫ T

0

∫
Ω

f(t)ψ dx dt.

(4.34)

Thus, to complete the proof of Proposition 4.7, we only need to show that Φ =
a(x,∇u). To do so, we apply the Minty-Browder’s method. Firstly, we prove that

lim sup
ε→0

∫∫
Qa(x,∇uε).∇uε dx dt ≤

∫
Q

Φ · ∇u dx dt. (4.35)
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Using (4.27), we have∫ T

0

∫
Ω

a(x,∇uε) · ∇uε dx dt

≤ −
∫

Ω

[
BId(uε(T ))−BId(u0)

]
dx+

∫ T

0

∫
Ω

fεuε dx dt.

(4.36)

Since BId(uε(T )) ≥ 0, then by Fatou’s lemma, we have∫
Ω

lim inf
ε→0

BId(uε(T )) dx ≤ lim inf
ε→0

∫
Ω

BId(uε(T )) dx. (4.37)

Because of the lower semi-continuity of BId, we have∫
Ω

BId(u(T )) dx ≤
∫

Ω

lim inf
ε→0

BId(uε(T )) dx. (4.38)

Inequalities (4.37) and (4.38) imply∫
Ω

BId(u(T )) dx ≤ lim inf
ε→0

∫
Ω

BId(uε(T )) dx,

i.e.

− lim inf
ε→0

∫
Ω

BId(uε(T )) dx ≤ −
∫

Ω

BId(u(T )) dx.

Then, passing to the limit in (4.36) as ε→ 0 and according to Lemma 4.6 we have

lim sup
ε→0

∫ T

0

∫
Ω

a(x,∇uε) · ∇uε dx dt

≤ −
∫

Ω

[
BId(u(T ))−BId(u(0))

]
dx+

∫ T

0

∫
Ω

fu dx dt

= 〈f − ut, u〉.

(4.39)

Now, we prove that∫∫
Qa(x,∇u).∇ξ dx dt =

∫∫
QΦ · ∇ξ dx dt, (4.40)

for any ξ ∈ Lp−(0, T ;W 1,p(·)
0 (Ω)).

By the monotonicity of a, for any ρ ∈ Lp−(0, T ;W 1,p(·)
0 (Ω)),∫∫

Qa(x,∇ρ).∇(uε − ρ) dx dt ≤
∫∫

Qa(x,∇uε).∇(uε − ρ) dx dt. (4.41)

Since uε is a weak energy solution of εf εi +uεi−1 ∈ (I+εA)uεi then, by [19, Proposition
4.11], ∇uε converges in measure to ∇u. We can then extract a subsequence such
that ∇uε → ∇u a.e. in Q. Then according to (2.3), we may apply Lebesgue
dominated convergence theorem and pass to the limit in (4.41) as ε→ 0 to obtain

lim inf
ε→0

∫ ∫
Q

a(x,∇uε).∇(uε − ρ) dx dt ≥
∫ ∫

Q

a(x,∇ρ).∇(u− ρ) dx dt. (4.42)

Combining (4.39) and (4.42), we have

〈f − ut, u− ρ〉 ≥
∫ ∫

Q

a(x,∇ρ).∇(u− ρ) dx dt,

for all ρ ∈ Lp−(0, T ;W 1,p(·)
0 (Ω)).
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Choosing ρ = u+ σξ, σ ∈ R, ξ ∈ Lp−(0, T ;W 1,p(·)
0 (Ω)), we obtain

〈f − ut, σξ〉 ≤ σ
∫ ∫

Q

a(x,∇(u+ σξ)).∇ξ dx dt. (4.43)

Dividing inequality (4.43) by σ > 0, resp. σ < 0 and passing to the limit with
σ ↓ 0, resp. σ ↑ 0, we obtain

〈f − ut, ξ〉 =
∫ ∫

Q

a(x,∇u).∇ξ dx dt, (4.44)

for any ξ ∈ Lp−(0, T ;W 1,p(·)
0 (Ω)). By (4.34), we have∫ T

0

∫
Ω

Φ · ∇ψ dx dt

=
∫ T

0

∫
Ω

uψt dx dt+
∫

Ω

u0ψ(0) dx+
∫ T

0

∫
Ω

fψ dx dt

= 〈f − ut, ψ〉.

(4.45)

Combining (4.44) and (4.45) yields (4.40). To conclude, we pass to the limit in
(4.33) as ε→ 0 to obtain∫ T

0

∫
Ω

fφ dx dt = −
∫ T

0

∫
Ω

uφt dx dt−
∫

Ω

(uφ)(0)dx

+
∫ T

0

∫
Ω

a(x,∇u) · ∇φdx dt,
(4.46)

for all φ ∈ E ∩ L∞(Q). Hence u is a weak solution of (1.1). �

Our aim is to prove that this weak solution is also an entropy solution of (1.1).
The proof of this result consists of two main steps. Firstly, we prove ε−uniform
a-priori-estimates in certain Bochner spaces as well as in appropriate variable expo-
nent Lebesgue spaces for uε and ∇uε. Secondly, we pass to the limit in the entropy
relation as ε→ 0.

5. Existence and uniqueness of an entropy solution

Theorem 5.1. Let (2.1)-(2.5) hold. Let u0 ∈ L1(Ω), f ∈ L1(Q). There exists a
unique entropy solution for (1.1).

The proof of the above theorem is done in several steps.

5.1. A priori estimates. As u0 ∈ L1(Ω), f ∈ L1(Q) and L∞ is dense in L1, then
we can find two sequences of functions

(
fε
)
ε>0
⊂ L∞(Q) and

(
u0,ε

)
ε>0
⊂ L∞(Ω)

strongly converging respectively to f and u0 such that

‖fε‖L1(Q) ≤ ‖f‖L1(Q), ‖u0,ε‖L1(Ω) ≤ ‖u0‖L1(Ω). (5.1)

Now, let uε be a weak solution to problem (1.1) with fε and u0,ε as data, i.e.∫ T

0

∫
Ω

fεφdx dt = −
∫ T

0

∫
Ω

uεφt dx dt−
∫

Ω

u0,εφ(0, ·)dx

+
∫ T

0

∫
Ω

a(x,∇uε) · ∇φdx dt,
(5.2)

for all φ ∈ E ∩ L∞(Q).



18 S. OUARO, A. OUÉDRAOGO EJDE-2017/32

Lemma 5.2. The estimates in Lemma 4.5 hold with u replaced by uε, and all the
constants are independent of ε, i.e.

‖uε‖L∞(0,T ;L1(Ω)) ≤ ‖f‖L1(Q) + ‖u0‖L1(Ω), (5.3)

‖∇Tk(uε)‖Lp(·)(Q)

≤ kmax
{(
‖f‖L1(Q) + ‖u0‖L1(Ω)

)1/p−
,
(
‖f‖L1(Q) + ‖u0‖L1(Ω)

)1/p+
}
.

(5.4)

The proof of the above lemma is similar to that of Lemma 4.5.

5.2. Basic convergence results. The a priori estimates in lemmas 4.5 and 5.2,
together with the C([0, T ];L1(Ω))-convergence guaranteed by nonlinear semigroup
theory, imply the following basic convergence results.

Lemma 5.3. For a subsequence
(
uε
)
ε>0

as ε→ 0:

uε → u a.e. in Q, (5.5)

∇Tk(uε) ⇀ ∇Tk(u) in (Lp(·)(Q))N , (5.6)

Tk(uε)→ Tk(u)in Lp−(0, T ;W 1,p(·)
0 (Ω)) (5.7)

for all k > 0.

Proof. Proof of (5.5). Let uε1 and uε2 be two weak solutions of problem (1.1).
Choosing θεT1(uε1−uε2) as a test function corresponding to uε1 and θεT1(uε2−uε1)
as a test function corresponding to uε2 , we obtain∫ T

0

∫
Ω

θε(uε1)tT1(uε1 − uε2) dx dt

=
∫ T

0

∫
Ω

θεa(x,∇uε1) · ∇T1(uε1 − uε2) dx dt

+
∫ T

0

∫
Ω

θεfε1T1(uε1 − uε2) dx dt

(5.8)

and ∫ T

0

∫
Ω

θε(uε2)tT1(uε2 − uε1) dx dt

=
∫ T

0

∫
Ω

θεa(x,∇uε2) · ∇T1(uε2 − uε1) dx dt

+
∫ T

0

∫
Ω

θεfε2T1(uε2 − uε1) dx dt.

(5.9)

Adding (5.8) and (5.9), then by using (2.4) and letting ε approach zero we have∫ t1

0

∫
Ω

(uε1 − uε2)tT1(uε1 − uε2) dx dt

=
∫ t1

0

∫
Ω

(
a(x,∇uε1)− a(x,∇uε2)

)
· ∇T1(uε1 − uε2) dx dt

+
∫ t1

0

∫
Ω

(
fε2 − fε1

)
T1(uε1 − uε2) dx dt

≤
∫ t1

0

∫
Ω

(
fε2 − fε1

)
T1(uε1 − uε2) dx dt.

(5.10)
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From (5.10) we deduce that∫
Ω

Θ1(uε1 − uε2)(t1) dx

≤
∫

Ω

Θ1(u0,ε1 − u0,ε2) dx+ ‖fε2 − fε1‖L1(Q)

≤ ‖u0,ε1 − u0,ε2‖L1(Ω) + ‖fε2 − fε1‖L1(Q) := aε1ε2 .

(5.11)

By the definition of Θ1, we have

Θ1(uε1 − uε2)(t1) =


[(uε1−uε2 )(t1)]2

2 if |uε1(t1)− uε2(t1)| < 1

|(uε1 − uε2)(t1)| if |uε1(t1)− uε2(t1)| ≥ 1.

On the set {|uε1 − uε2 | ≥ 1}, we have |(uε1−uε2 )(t1)|
2 ≤ |uε1(t1) − uε2(t1)|. Then,

from (5.11) we deduce∫
{|uε1−uε2 |<1}

(uε1 − uε2)2(t1)
2

dx+
∫
{|uε1−uε2 |≥1}

|uε1(t1)− uε2(t1)|
2

dx

≤
∫

Ω

Θ1(uε1 − uε2)(t1) dx ≤ aε1ε2 .

Using Hölder inequality,∫
Ω

|uε1(t1)− uε2(t1)| dx

=
∫
{|uε1−uε2 |<1}

|uε1(t1)− uε2(t1)| dx+
∫
{|uε1−uε2 |≥1}

|uε1(t1)− uε2(t1)| dx

≤
(∫
{|uε1−uε2 |<1}

|uε1(t1)− uε2(t1)|2 dx
)1/2

meas(Ω)1/2 + 2aε1ε2

≤ (2 meas(Ω))1/2a1/2
ε1ε2 + 2aε1ε2 .

(5.12)
Since

(
fε
)
ε>0

and
(
u0,ε

)
ε>0

are convergent respectively in L1(Q) and L1(Ω), we
have aε1ε2 → 0 for ε1, ε2 → 0. Thus from (5.12) we deduce that

(
uε
)
ε>0

is a Cauchy
sequence in C([0, T ];L1(Ω)) and uε converges to u in C([0, T ];L1(Ω)). Then we find
an a.e. convergent subsequence (still denoted by

(
uε
)
ε>0

) in Q such that uε → u

a.e. in Q. The proof of (5.5) is complete.

Proof of (5.6) and (5.7). By (5.4), the sequence
(
∇Tk(uε)

)
ε>0

is bounded in(
Lp(·)(Q)

)N ; hence the sequence
(
Tk(uε)

)
ε>0

is bounded in W
1,p(·)
0 (Q). Then, up

to a subsequence we can assume that for any k > 0,
(
Tk(uε)

)
ε>0

converges weakly to

σk in W 1,p(·)
0 (Q) and so

(
Tk(uε)

)
ε>0

converges strongly to σk in Lp−(Q). By (5.5),
we have uε → u a.e. in Q. As for k > 0, Tk is continuous, then Tk(uε)→ Tk(u) a.e.
in Q and σk = Tk(u) a.e. in Q, which yields (5.7). Using also the boundedness of(
∇Tk(uε)

)
ε>0

in
(
Lp(·)(Q)

)N , we can find a subsequence (still denoted by (uε)ε>0)

from (uε)ε>0 such that ∇Tk(uε) converges weakly to ∇Tk(u) in
(
Lp(·)(Q)

)N , i.e.
(5.6) holds. �
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5.3. Strong convergence. We start by recalling a suitable time-regularization
procedure, which was first introduced by Landes (see [17]) and employed by several
authors to solve nonlinear time dependent problems with L1 or measure data (see
e.g. [7]). We denote this time regularized function to Tn(u) by (Tn(u))µ, with µ > 0.
It is defined as the unique solution (Tn(u))µ ∈ Lp−(0, T ;W 1,p(·)

0 (Ω))∩L∞(Q), with
∇(Tn(u))µ ∈

(
Lp(·)(Q)

)N , of the equation

∂t(Tn(u))µ + µ((Tn(u))µ − Tn(u)) = 0 in D′(Q), (5.13)

with the initial condition

(Tn(u))µ|t=0 = wµ0 in Ω, (5.14)

where wµ0 is a sequence of functions such that

wµ0 ∈W
1,p(·)
0 (Ω) ∩ L∞(Ω), ‖wµ0 ‖L∞(Ω) ≤ n

wµ0 → Tn(u0) a.e. in Ω as µ→∞,
1
µ
‖wµ0 ‖W 1,p(·)

0 (Ω)
→ 0 as µ→∞.

(5.15)

Following [17] we can prove that

∂(Tn(u))µ
∂t

∈ Lp−(0, T ;W 1,p(·)
0 (Ω)) ∩ L∞(Q), ‖(Tn(u))µ‖L∞(Q) ≤ n,

(Tn(u))µ → Tn(u) a.e. in Q, weak-* in L∞(Q)

and strongly in Lp−(0, T ;W 1,p(·)
0 (Ω)).

(5.16)

To continue our proof of Theorem 5.1, we need the following result.

Proposition 5.4. For all k > 0 we have:

(i) a(x,∇Tk(uε)) ⇀ a(x,∇Tk(u)) in
(
Lp
′(·)(Q)

)N ,
(ii) ∇Tk(uε)→ ∇Tk(u) a.e. in Q,
(iii) a(x,∇Tk(uε)) ·∇Tk(uε)→ a(x,∇Tk(u)) ·∇Tk(u) strongly in L1(Q) and a.e.

in Q,
(iv) ∇Tk(uε)→ ∇Tk(u) in

(
Lp(·)(Q)

)N .

Proof. (i) The sequence
(
a(x,∇Tk(uε))

)
ε>0

is bounded in
(
Lp
′(·)(Q)

)N according to

(2.3). We can extract a subsequence such that a(x,∇Tk(uε))→ ζk in
(
Lp
′(·)(Q)

)N .
We have to show that ζk = a(x,∇Tk(u)) a.e. in Q. To this end, we take a
subsequence (uε)ε>0 such that uε → u almost everywhere in Q. For h > 2k, we
introduce the function

wε = T2k

(
uε − Th(uε) + Tk(uε)−

(
Tk(u)

)
µ

)
,

where
(
Tk(u)

)
µ

is the approximation of Tk(u) defined in (5.13). The use of wε as
a test function to prove the strong convergence of truncations was first introduced
in the stationary case in [18], then adapted to parabolic equations in [20]. The
advantage in working with wε is that since

∇wε = ∇
(
uε − Th(uε) + Tk(uε)−

(
Tk(u)

)
µ

)
χEε ,

with Eε =
{∣∣uε−Th(uε)+Tk(uε)−

(
Tk(u)

)
µ

∣∣ ≤ 2k
}

, in particular we have ∇wε = 0

if |uε| > h + 4k. Thus the estimate on Tk(uε) in Lp−(0, T ;W 1,p(·)
0 (Ω)) appearing
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in Lemma 5.3 implies that wε is bounded in Lp−(0, T ;W 1,p(·)
0 (Ω)). Then by the

almost everywhere convergence of uε to u as ε→ 0, we deduce that

wε ⇀ T2k

(
u− Th(u) + Tk(u)−

(
Tk(u)

)
µ

)
(5.17)

in Lp−(0, T ;W 1,p(·)
0 (Ω)) and a.e. in Q.

In the following, we set M = h + 4k, moreover we will denote by w(ε, µ, h) all
quantities (possibly different) such that

lim
h→+∞

lim
µ→+∞

lim sup
ε→0

|w(ε, µ, h)| = 0. (5.18)

Similarly we will write only w(ε) or w(ε, µ), to mean that the limits are made only
on the specified parameters. Choosing wε as a test function in (5.2) we have

∫ T

0

∫
Ω

(uε)twε dx dt+
∫ T

0

∫
Ω

a(x,∇uε) · ∇wε dx dt =
∫ T

0

∫
Ω

fεwε dx dt. (5.19)

Notice that

|
∫ T

0

∫
Ω

fεwε dx dt|

≤
∫ T

0

∫
Ω

|fε − f‖T2k(uε − Th(uε) + Tk(uε)− (Tk(u))µ)| dx dt

+
∫ T

0

∫
Ω

|fT2k(uε − Th(uε) + Tk(uε)− (Tk(u))µ)| dx dt

≤ 2k
∫ T

0

∫
Ω

|fε − f | dx dt+
∫ T

0

∫
Ω

|fT2k(uε − Th(uε) + Tk(uε)− (Tk(u))µ)| dx dt.

Since fε is strongly compact in L1(Q), using (5.5), the definition of
(
Tk(u)

)
µ

and
the Lebesgue dominated convergence theorem, we have

lim
h→+∞

lim
µ→+∞

lim
ε→0

∣∣ ∫ T

0

∫
Ω

fεwε dx dt
∣∣ ≤ lim

h→+∞

∫ T

0

∫
Ω

|fT2k(u− Th(u)| dx dt = 0.

Thus, recalling the notation introduced in (5.18), we have proven that

∫ T

0

∫
Ω

fεwε dx dt = w(ε, µ, h). (5.20)

Let us estimate the second term in (5.19). Since ∇wε = 0 if |uε| > M = h+ 4k, we
have ∫ T

0

∫
Ω

a(x,∇uε) · ∇wε dx dx =
∫ T

0

∫
Ω

a(x,∇TM (uε)) · ∇wε dt dt.
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Next we split the integral in the sets {|uε| ≤ k} and {|uε| > k}, so that we have,
recalling that h > 2k,∫ T

0

∫
Ω

a(x,∇TM (uε)) · ∇T2k(uε − Th(uε) + Tk(uε)− (Tk(u))µ) dx dt

=
∫∫
{|uε|≤k}

a(x,∇uε) · ∇(uε − (Tk(u))µ) dx dt

+
∫∫
{|uε|>k}

a(x,∇TM (uε)) · ∇(uε − Th(uε)) dx dt

−
∫∫
{|uε|>k}

a(x,∇TM (uε)) · ∇(Tk(u))µ dx dt := I1 + I2 + I3.

(5.21)

Let us estimate I2. Since uε − Th(uε) = 0 if |uε| ≤ h, using (2.3), Remark 2.1 and
Young inequality, we obtain

|I2|

=
∣∣∣ ∫∫

{|uε|>k}
a(x,∇TM (uε)) · ∇(uε − Th(uε)) dx dt

∣∣∣
≤
∫∫
{h≤|uε|≤M}

|a(x,∇uε)‖∇uε| dx dt

≤
∫∫
{h≤|uε|≤M}

C1(j(x) + |∇uε|p(x)−1)|∇uε| dx dt

≤
∫∫
{h≤|uε|≤M}

C1j(x)|∇uε| dx dt+
∫∫
{h≤|uε|≤M}

C1|∇uε|p(x) dx dt

≤
∫∫
{h≤|uε|≤M}

C1

p′−
|j(x)|p

′(x) dx dt+
∫∫
{h≤|uε|≤M}

C1

p−
|∇uε|p(x) dx dt

+
∫∫
{h≤|uε|≤M}

C1|∇uε|p(x) dx dt

≤ C
∫∫
{h≤|uε|≤M}

C1|∇uε|p(x) dx dt

+ C ′
∫∫
{h≤|uε|≤M}

C1

p′−
|j(x)|p

′(x) dx dt.

(5.22)

The functions j(t, x) and
(
∇uε

)
ε>0

are bounded in Lp
′
−(0, T ;W 1,p(·)

0 (Ω)) and in

Lp−(0, T ;W 1,p(·)
0 (Ω)) respectively, and meas{h ≤ |uε| ≤ h+4k} converges uniformly

to zero as h tends to infinity with respect to ε. Then, passing to the limit in (5.22)
as ε → 0 and h → +∞ respectively, and using Lebesgue dominated convergence
theorem, we obtain

I2 = w(ε, h).

For I3, let us remark that, since
(
∇uε

)
ε>0

is bounded in Lp−(0, T ;W 1,p(·)
0 (Ω)),

(2.3) implies that
(
a(x,∇TM (uε))

)
ε>0

is bounded in
(
Lp
′(·)(Q)

)N . The almost
everywhere convergence of uε to u, as ε→ 0, implies that |∇Tk(u)|χ{|uε|>k} strongly
converges to zero in Lp−(0, T ;W 1,p(·)

0 (Ω)). So that, by the Lebesgue dominated
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convergence theorem, we have

lim sup
ε→0

∫∫
{|uε|>k}

a(x,∇TM (uε)) · ∇Tk(u) dx dt = 0.

Thus, we obtain

I3 =
∫∫
{|uε|>k}

a(x,∇TM (uε)) · ∇(Tk(u))µ dx dt

=
∫∫
{|uε|>k}

a(x,∇TM (uε)) · ∇Tk(u) dx dt

+
∫∫
{|uε|>k}

a(x,∇TM (uε)) · ∇((Tk(u))µ − Tk(u)) dx dt

= w(ε) +
∫∫
{|uε|>k}

a(x,∇TM (uε)) · ∇((Tk(u))µ − Tk(u)) dx dt.

Using the fact that
(
a(x,∇TM (uε))

)
ε>0

is bounded in
(
Lp
′(·)(Q)

)N and thanks to
(5.16), we can apply the Lebesgue dominated convergence theorem to obtain∫∫

{|uε|>k}
a(x,∇TM (uε)) · ∇((Tk(u))µ − Tk(u)) dx dt = w(ε, µ),

therefore we conclude that I3 = w(ε, µ).
Then from (5.21), according to the fact that I2 and I3 converge to zero, we

obtain ∫ T

0

∫
Ω

a(x,∇uε) · ∇wε dx dt

=
∫∫
{|uε|≤k}

a(x,∇uε) · ∇(uε − (Tk(u))µ) dx dt+ w(ε, µ, h).
(5.23)

Putting together (5.19), (5.20) and (5.23) we have∫ T

0

∫
Ω

(uε)twε dx dt+
∫∫
{|uε|≤k}

a(x,∇uε) · ∇(uε − (Tk(u))µ) dx dt

= w(ε, µ, h).
(5.24)

For the first term of (5.24), we can apply [20, Lemma 2.1] to obtain∫ T

0

∫
Ω

(uε)twε dx dt ≥ w(ε, µ, h).

Hence (5.24) becomes∫∫
{|uε|≤k}

a(x,∇uε) · ∇(uε − (Tk(u))µ) dx dt ≤ w(ε, µ, h). (5.25)

Since ∇(Tk(u))µ → ∇Tk(u) strongly in
(
Lp(·)(Q)

)N as µ → +∞, we deduce from
(5.25) that∫ T

0

∫
Ω

a(x,∇Tk(uε)) · ∇(Tk(uε)− (Tk(u))) dx dt ≤ w(ε, µ, h). (5.26)
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Therefore, passing to the limit in (5.26) as ε tends to zero, µ and h tend to infinity
respectively, we deduce that

lim sup
ε→0

∫ T

0

∫
Ω

a(x,∇Tk(uε)) · ∇(Tk(uε)− (Tk(u))) dx dt ≤ 0. (5.27)

Now, let ϕ ∈ D(Q) and λ ∈ R∗. Using (5.27) and (2.4), we obtain

λ lim
ε→0

∫ T

0

∫
Ω

a(x,∇Tk(uε)) · ∇ϕdx dt

≥ lim sup
ε→0

∫ T

0

∫
Ω

a(x,∇Tk(uε)) · ∇
[
Tk(uε)− Tk(u) + λϕ

]
dx dt

≥ lim sup
ε→0

∫ T

0

∫
Ω

a(x,∇(Tk(u)− λϕ)) · ∇
[
Tk(uε)− Tk(u) + λϕ

]
dx dt

≥ λ
∫ T

0

∫
Ω

a(x,∇(Tk(u)− λϕ)) · ∇ϕdx dt.

(5.28)

Dividing (5.28) by λ > 0 and by λ < 0 respectively, passing to the limit with λ→ 0
it follows that

lim
ε→0

∫ T

0

∫
Ω

a(x,∇Tk(uε)) · ∇ϕdx dt =
∫ T

0

∫
Ω

a(x,∇Tk(u) · ∇ϕdx dt.

This means that for all k > 0,∫ T

0

∫
Ω

ζk∇ϕdx =
∫ T

0

∫
Ω

a(x,∇Tk(u) · ∇ϕdx dt.

Hence ζk = a(x,∇Tk(u)) a.e. in Q and we have

a(x,∇Tk(uε)) ⇀ a(x,∇Tk(u)) in
(
Lp
′(·)(Q)

)N
.

(ii) From (5.26), we have∫ T

0

∫
Ω

(a(x,∇Tk(uε))− a(x,∇Tk(u))) · ∇(Tk(uε)− (Tk(u))) dx dt

≤ −
∫ T

0

∫
Ω

a(x,∇Tk(u)) · ∇(Tk(uε)− (Tk(u))) dx dt+ w(ε, µ, h).

(5.29)

The weak convergence of ∇Tk(uε) to ∇Tk(u) in
(
Lp(·)(Q)

)N allows to conclude that

lim sup
ε→0

∫ T

0

∫
Ω

a(x,∇Tk(u)) · ∇(Tk(uε)− (Tk(u))) dx dt = 0.

Therefore, passing to the limit in (5.29) as ε tends to zero, µ and h tend to infinity
respectively, we deduce that

lim sup
ε→0

∫ T

0

∫
Ω

(a(x,∇Tk(uε))− a(x,∇Tk(u))) · ∇(Tk(uε)− (Tk(u))) dx dt = 0.

(5.30)
Now, set

gε(t, x) =
[
a(x,∇uε)− a(x,∇u)

]
· ∇
[
Tk(uε)− Tk(u)

]
≥ 0.

gε(t, x)→ 0 strongly in L1(Q) as ε→ 0. Up to a subsequence, gε(t, x)→ 0 a.e. in
Q, which means that there exists ω ⊂ Q such that meas (ω) = 0 and gε(t, x) → 0
in Q\ω.
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Let (t, x) ∈ Q\ω. Using assumptions (2.5) and(2.3), it follows that the sequence(
∇Tk(uε(t, x))

)
ε>0

is bounded in R × RN and so we can extract a subsequence
which converges to some θ in R × RN . Passing to the limit in the expression of
gε(t, x), it follows that

0 =
[
a(x, θ)− a(x,∇Tk(u))

]
·
[
θ − Tk(u)

]
and it yields θ = ∇Tk(u) for all (t, x) ∈ Q\ω. As the limit does not depend on
the subsequence, the whole sequence

(
∇Tk(uε(t, x))

)
ε>0

converges to θ in R×RN .
This means that ∇Tk(uε)→ ∇Tk(u) a.e. in Q.

(iii) The continuity of a(x, ξ) with respect to ξ ∈ R× RN gives us

a(x,∇Tk(uε))→ a(x,∇Tk(u)) a.e. in Q.

Therefore,

a(x,∇Tk(uε)) · ∇Tk(uε)→ a(x,∇Tk(u)) · ∇Tk(u) a.e. in Q.

Setting zε = a(x,∇Tk(uε)) · ∇Tk(uε) and z = a(x,∇Tk(u)) · ∇Tk(u), we have

zε > 0, zε → z a.e. in Q, z ∈ L1(Ω),∫∫
Q

zε dx dt→
∫∫

Q

z dx dt

and as ∫∫
Q

|zε − z| dx dt = 2
∫∫

Q

(z − zε)+ dx dt+
∫∫

Q

(zε − z) dx dt

and (z−zε)+ ≤ z, it follows by using the Lebesgue dominated convergence theorem
that

lim
ε→0

∫∫
Q

|zε − z| dx dt = 0,

which implies

a(x,∇Tk(uε))·∇Tk(uε)→ a(x,∇Tk(u))·∇Tk(u) strongly in L1(Q) and a.e. in Q.

To prove (iv), we need the following lemmas.

Lemma 5.5 ([15]). Let u, un ∈ Lp(·)(Q), n = 1, 2, . . .. Then the following state-
ments are equivalent to each other:

(1) limn→∞ |un − u|p(·) = 0;
(2) limn→∞ ρp(·)(un − u) = 0;
(3) un converges to u in Q in measure and limn→∞ ρp(·)(un) = ρp(·)(u).

Next we have a Lebesgue generalized convergence theorem.

Lemma 5.6. Let (fn)n∈N be a sequence of measurable functions and f a measurable
function such that fn → f a.e. in Q. Let (gn)n∈N ⊂ L1(Q) such that for all n ∈ N,
|fn| ≤ gn a.e. in Q and gn → g in L1(Q). Then∫∫

Q

fn dx→
∫∫

Q

f dx.

Now, set fε = |∇Tk(uε)|p(x), f = |∇Tk(u)|p(x), gε = a(x,∇Tk(uε)) ·∇Tk(uε) and
g = a(x,∇Tk(u)) · ∇Tk(u). We have:

• fε is a sequence of measurable functions, f is a measurable function and
according to (ii), fε → f a.e. in Q.
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• Using (iii), we have (gε)ε>0 ⊂ L1(Q), gε → g a.e. in Q, gε → g in L1(Q)
and using (2.5), we have |fε| ≤ Cgε.

Then, by Lemma 5.6, we have
∫∫
Q
fε dx dt →

∫∫
Q
f dx dt, which is equivalent to

say ∫∫
Q

|∇Tk(uε)|p(x) dx dt→
∫∫

Q

|∇Tk(u)|p(x) dx dt.

We deduce from (ii) that the sequence
(
∇Tk(uε)

)
ε>0

converges to ∇Tk(u) in Q in
measure. Then, by Lemma 5.5 we deduce that

lim
ε→0

∫∫
Q

|∇Tk(uε)−∇Tk(u)|p(x) dx dt = 0,

which is equivalent to saying that ∇Tk(uε)→ ∇Tk(u) in
(
Lp(·)(Q)

)N . �

5.4. Existence of entropy solutions. For a given a, k > 0 defines the function
Tk,a(s) = Ta(s− Tk(s)).

Tk,a(s) =


s− k sign(s) if k ≤ |s| < k + a,

a sign(s) if |s| ≥ k + a,

0 if |s| ≤ k.

Let uε be a weak solution of (1.1). Using θεTk,a(uε) as a test function in (5.2) and
letting ε goes to zero, we find∫ t1

0

∫
Ω

(uε)tTk,a(uε) dx dt+
∫ t1

0

∫
Ω

a(x,∇uε) · ∇Tk,a(uε) dx dt

=
∫ t1

0

∫
Ω

fεTk,a(uε) dx dt.
(5.31)

We have ∫ t1

0

∫
Ω

(uε)tTk,a(uε) dx dt

=
∫ t1

0

∫
Ω

(uε)tTa(uε − Tk(uε)) dx dt

=
∫ t1

0

∫
{|uε|>k}

(uε)tTa(uε ∓ k) dx dt

=
∫ t1

0

∫
{|uε|>k}

(uε ∓ k)tTa(uε ∓ k) dx dt

=
∫
{|uε|>k}

Θa(uε ∓ k)(t1) dx−
∫
{|u0,ε|>k}

Θa(u0,ε ∓ k) dx.

(5.32)

Using (2.5) and (5.32), from (5.31) we obtain∫
{|uε|>k}

Θa(uε ∓ k)(t1) dx−
∫
{|u0,ε|>k}

Θa(u0,ε ∓ k) dx

+
1
C

∫∫
{k≤|uε|≤k+a}

|∇uε|p(x) dx dt

≤
∫ t1

0

∫
Ω

fεTk,a(uε) dx dt,
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which yields ∫∫
{k≤|uε|≤k+a}

|∇uε|p(x) dx dt

≤ C ′
(∫∫

{|uε|>k}
|fε| dx dt+

∫
{|u0,ε|>k}

|u0,ε| dx
)
.

(5.33)

Recalling that uε → u a.e. in Q, we have

lim
k→+∞

meas{(t, x) ∈ Q : |uε| > k} = 0 uniformly with respect to ε.

Therefore, passing to the limit in (5.33) with ε and k tending to zero and infinity
respectively, we conclude that

lim
k→+∞

∫∫
{(t,x)∈Q:k≤|uε|≤k+a}

|∇u|p(x) dx dt = 0.

Choosing a = 1, we obtain the renormalized condition (3.2), i.e.,

lim
k→+∞

∫∫
{(t,x)∈Q:k≤|uε|≤k+1}

|∇u|p(x) dx dt = 0.

Now, let ϕ ∈ D(Q) with ϕ(., T ) = 0 and S in W 2,∞(R) which is piecewise C1

satisfying that suppS′ ⊂ [−M,M ] for some M > 0. Taking S′(uε)ϕ as a test
function in (5.2), it yields∫ T

0

∫
Ω

(uε)tS′(uε)ϕdx dt+
∫ T

0

∫
Ω

a(x,∇uε) · ∇(S′(uε)ϕ) dx dt

=
∫ T

0

∫
Ω

fεS
′(uε)ϕdx dt.

(5.34)

We have (uε)tS′(uε)ϕ =
(
S(uε)

)
t
ϕ and ∇(S′(uε)ϕ) = S′(uε)∇ϕ + S”(uε)∇uεϕ.

Then, equality (5.34) becomes∫ T

0

∫
Ω

(
S(uε)

)
t
ϕdx dt+

∫ T

0

∫
Ω

S′(uε)a(x,∇uε) · ∇ϕdx dt

+
∫ T

0

∫
Ω

S”(uε)a(x,∇uε) · ∇uεϕdx dt

=
∫ T

0

∫
Ω

fεS
′(uε)ϕdx dt.

(5.35)

We consider the first term on the left-hand side of (5.35). Since S is continuous,
(5.5) implies that S(uε) converges to S(u) a.e. in Q and weakly−∗ in L∞(Q). Then
(S(uε))t converges to (S(u))t in D′(Q) as ε→ 0, that is∫ T

0

∫
Ω

(
S(uε)

)
t
ϕdx dt→

∫ T

0

∫
Ω

(S(u))tϕdx dt.

For the other terms on the left-hand side of (5.35), as suppS′ ⊂ [−M,M ], we have

S′(uε)a(x,∇uε) = S′(uε)a(x,∇TM (uε)),

S”(uε)a(x,∇uε) · ∇uε = S”(uε)a(x,∇TM (uε)) · ∇TM (uε).

Using (5.5) and Proposition 5.4, we have

S′(uε)a(x,∇TM (uε))→ S′(u)a(x,∇TM (u)) in
(
Lp
′(·)(Q)

)N
,
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S”(uε)a(x,∇TM (uε)) · ∇TM (uε)→ S”(u)a(x,∇TM (u)) · ∇TM (u) in L1(Q).

For the right-hand side of (5.35), thanks to the strong convergence of fε, we have

fεS
′(uε)→ fS′(u) in L1(Q).

Therefore, we can pass to the limit in (5.35) as ε→ 0 to obtain∫ T

0

∫
Ω

(
S(u)

)
t
ϕdx dt+

∫ T

0

∫
Ω

S′(u)a(x,∇u) · ∇ϕdx dt

+
∫ T

0

∫
Ω

S”(u)a(x,∇u) · ∇uϕdx dt

=
∫ T

0

∫
Ω

fS′(u)ϕdx dt.

(5.36)

Employing the integration by parts formula for the evolution term, we obtain∫ T

0

∫
Ω

(
S(u)

)
t
ϕdx dt

=
∫

Ω

S(u(T, x))ϕ(T, x) dx−
∫

Ω

S(u0)ϕ(0, x) dx−
∫ T

0

∫
Ω

S(u)(ϕ)t dx dt

= −
∫

Ω

S(u0)ϕ(0, x) dx−
∫ T

0

∫
Ω

S(u)(ϕ)t dx dt (since ϕ(T, x) = 0).

Therefore, we deduce from (5.36) that

−
∫

Ω

S(u0)ϕ(0, x) dx−
∫ T

0

∫
Ω

S(u)(ϕ)t dx dt

+
∫ T

0

∫
Ω

[
S′(u)a(x,∇u) · ∇ϕ+ S”(u)a(x,∇u) · ∇uϕ

]
dx dt

=
∫ T

0

∫
Ω

fS′(u)ϕdx dt.

(5.37)

This complete the proof of the existence of a renormalized solution, and then of the
entropy solution (cf. Theorem 3.6).

5.5. Uniqueness of the entropy solution. Now, we prove the uniqueness of
the entropy solution. By Theorem 3.6, it is enough to prove the uniqueness of the
renormalized solution. Let u and v be two renormalized solutions for problem (1.1).
Let Sn be defined as in (4.19). We choose Tk

(
Sn(u)− Sn(v)

)
as a test function in

both the equations solved by u and v. Subtracting the equations, we have∫ T

0

∫
Ω

(
Sn(u)− Sn(v)

)
t
Tk
(
Sn(u)− Sn(v)

)
dx dt

+
∫ T

0

∫
Ω

(
S′n(u)a(x,∇u)− S′n(v)a(x,∇v)

)
· ∇Tk

(
Sn(u)− Sn(v)

)
dx dt

+
∫ T

0

∫
Ω

(
S′′n(u)a(x,∇u) · ∇u− S′′n(v)a(x,∇v) · ∇v

)
Tk
(
Sn(u)− Sn(v)

)
dx dt

=
∫ T

0

∫
Ω

f
(
S′n(u)− S′n(v)

)
Tk
(
Sn(u)− Sn(v)

)
dx dt. (5.38)
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We set

J0 =
∫ T

0

∫
Ω

(
Sn(u)− Sn(v)

)
t
Tk
(
Sn(u)− Sn(v)

)
dx dt

J1 =
∫ T

0

∫
Ω

(
S′n(u)a(x,∇u)− S′n(v)a(x,∇v)

)
· ∇Tk

(
Sn(u)− Sn(v)

)
dx dt

J2 =
∫ T

0

∫
Ω

(
S′′n(u)a(x,∇u) · ∇u− S′′n(v)a(x,∇v) · ∇v

)
Tk
(
Sn(u)− Sn(v)

)
dx dt

J3 =
∫ T

0

∫
Ω

f
(
S′n(u)− S′n(v)

)
Tk
(
Sn(u)− Sn(v)

)
dx dt.

We estimate J0, J1, J2 and J3 one by one. Recalling the definition of Θk(r), J0 can
be written as

J0 =
∫

Ω

Θk

(
Sn(u)− Sn(v)

)
(T ) dx−

∫
Ω

Θk

(
Sn(u)− Sn(v)

)
(0) dx.

Because u and v have the same initial condition, and by the properties of Θk, we
obtain

J0 =
∫

Ω

Θk

(
Sn(u)− Sn(v)

)
(T ) dx ≥ 0. (5.39)

We deal with J1 splitting it as below

J1 =
∫∫
{|Sn(u)−Sn(v)|≤k}∩{|u|≤n,|v|≤n}

(
a(x,∇u)− a(x,∇v)

)
· ∇(u− v) dx dt

+
∫∫
{|Sn(u)−Sn(v)|≤k}∩{|u|≤n,|v|>n}

(
a(x,∇u)− S′n(v)a(x,∇v)

)
· ∇(u− Sn(v) dx dt

+
∫∫
{|Sn(u)−Sn(v)|≤k}∩{|u|>n}

(
S′n(u)a(x,∇u)− S′n(v)a(x,∇v)

)
· ∇(Sn(u)− Sn(v) dx dt := J1

1 + J2
1 + J3

1 .

Since {|Sn(u) − Sn(v)| ≤ k, |u| > n} ⊂ {|u| > n, |v| > n − k}, we have, using the
fact that S′n(t) = 0 if |t| > n+ 1 and |S′n(t)| ≤ 1:

|J3
1 | ≤

∫∫
{n≤|u|≤n+1}

|a(x,∇u)‖∇u| dx dt

+
∫∫
{n≤|u|≤n+1}∩{n−k≤|v|≤n+1}

|a(x,∇u)‖∇v| dx dt

+
∫∫
{n≤|u|≤n+1}∩{n−k≤|v|≤n+1}

|a(x,∇v)‖∇u| dx dt

+
∫∫
{n−k≤|v|≤n+1}

|a(x,∇v)‖∇v| dx dt.

(5.40)

Using assumption (2.3) and Young’s inequality, from the first integral in the right-
hand side of (5.40), we obtain∫∫

{n≤|u|≤n+1}
|a(x,∇u)‖∇u| dx dt

≤
∫∫
{n≤|u|≤n+1}

C1(j(t, x) + |∇u|p(x)−1)|∇u| dx dt
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≤
∫∫
{n≤|u|≤n+1}

C1j(t, x)|∇u| dx dt+
∫∫
{n≤|u|≤n+1}

C1|∇u|p(x) dx dt

≤
∫∫
{n≤|uε|≤n+1}

C1

p′−
|j(x)|p

′(x) dx dt+
∫∫
{n≤|u|≤n+1}

C1

p−
|∇u|p(x) dx dt

+
∫∫
{n≤|u|≤n+1}

C1|∇u|p(x) dx dt

≤ C
∫∫
{n≤|u|≤n+1}

|∇u|p(x) dx dt+ C ′
∫∫
{n≤|u|≤n+1}

|j(x)|p
′(x) dx dt.

Function j(x) is bounded in Lp
′
−(0, T ;W 1,p(·)

0 (Ω)) and meas{n ≤ |uε| ≤ n + 1}
converges uniformly to zero as n tends to infinity. Using the condition (3.2), we
can conclude that

lim
n→+∞

∫∫
{n≤|u|≤n+1}

|a(x,∇u)‖∇u| dx dt = 0.

Similarly, we prove that all the other integrals in the right-hand side of (5.40)
converge to zero as n→ +∞. Thus J3

1 converges to zero. Changing the roles of u
and v, the same arguments prove that J2

1 also converges to zero. We use Fatou’s
lemma to obtain

lim inf
n→+∞

J1 ≥
∫∫
{|u−v|≤k}

(
a(x,∇u)− a(x,∇v)

)
· ∇(u− v) dx dt. (5.41)

Let us study the limit of J2 now. We have

J2 =
∫ T

0

∫
Ω

S′′n(u)a(x,∇u) · ∇uTk
(
Sn(u)− Sn(v)

)
dx dt

+
∫ T

0

∫
Ω

S′′n(v)a(x,∇v) · ∇vTk
(
Sn(v)− Sn(u)

)
dx dt := J1

2 + J2
2 .

By symmetry between J1
2 and J2

2 , it is sufficient to prove that J1
2 tends to zero.

Since |S′′n(s)| ≤ 1 and S′′n(s) 6= 0 only if |s| ∈ [n, n+ 1], using (2.3) we can write∣∣J1
2

∣∣ ≤ k ∫∫
{n≤|u|≤n+1}

|a(x,∇u) · ∇u| dx dt

≤ k
∫
{n≤|u|≤n+1}

C1

(
j(x) + |∇u|p(x)−1

)
|∇u| dx dt

≤ k
∫

Ω

C1

(
j(x) + |∇u|p(x)−1

)
|∇u|1{n≤|u|≤n+1} dx dt→ 0 as n→ +∞.

We conclude that
lim

n→+∞
J2 = 0. (5.42)

Let us recall that by definition of Sn we have that S′n converges to 1 for every s in
R. Then

f(S′n(u)− S′n(v))→ 0 strongly in L1(Q) as n→ +∞.
Using the Lebesgue dominated convergence theorem, we deduce that

lim
n→+∞

J3 = 0. (5.43)
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Putting together (5.39), (5.41), (5.42) and (5.43), from (5.38), we obtain that as n
tends to infinity,∫∫

{|u−v|≤k}

(
a(x,∇u)− a(x,∇v)

)
· ∇(u− v) dx dt ≤ 0

and then letting k gœs to infinity (recall that u and v are finite a.e. in Q), we
deduce that ∫∫

Q

(
a(x,∇u)− a(x,∇v)

)
· ∇(u− v) dx dt ≤ 0.

The strict monotonicity assumption (2.4) then implies that ∇u = ∇v a.e. in Q.
Then, let ξn = T1

(
Tn+1(u) − Tn+1(v)

)
. We have ξn ∈ Lp−(0, T ;W 1,p(·)

0 (Ω)) and,
since ∇u = ∇v a.e. in Q,

∇ξn =


0 on {|u| ≤ n+ 1, |v| ≤ n+ 1}

∪{|u| > n+ 1, |v| > n+ 1}

1{|u−Tn+1(v)|≤1}∇u on {|u| ≤ n+ 1, |v| > n+ 1}

−1{|v−Tn+1(u)|≤1}∇v on {|u| > n+ 1, |v| ≤ n+ 1}.

But, if |s| > n + 1, |t| ≤ n + 1 and |t − Tn+1(s)| ≤ 1, then n ≤ |t| ≤ n + 1, which
implies∫

Q

|∇ξn|p(x) dx dt ≤
∫
{n≤|u|≤n+1}

|∇u|p(x) dx dt+
∫
{n≤|v|≤n+1}

|∇v|p(x) dx dt

→ 0 as n→ +∞.

Then, ξn → 0 in Lp−(0, T ;W 1,p(·)
0 (Ω)), and thus in D′(Q) as n → +∞. Since

ξn → T1(u − v) a.e. as n → +∞ and remains bounded by 1, we also have ξn →
T1(u − v) in D′(Q). Hence, T1(u − v) = 0, i.e. u = v on Q. Therefore we obtain
the uniqueness of the renormalized solution to (1.1), and then the uniqueness of
the entropy solution.
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