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#### Abstract

In this work, we study the Prigozhin model for growing sandpile with mixed boundary conditions and an arbitrary time dependent angle of repose. On one part of the boundary the homogeneous Dirichlet boundary condition is provided, on the other one the Robin condition is used. Using the implicit Euler discretization in time, we prove the existence and uniqueness of variational solution of the model and for the numerical analysis we use a duality approach.


## 1. Introduction

In this work, we study the Prighozin type growing sandpile problem, with mixed boundary conditions. On one part of the boundary the homogeneous Dirichlet boundary condition is applied. This condition means that, on this boundary, the sand can fall down. On the other part of the boundary we use the Robin boundary condition. It is well known that the sand has a limit angle, the so-called angle of repose. It corresponds to the steepest angle which the surface of a mass of particles in bulk make with the ground. In the paper [9, 11, 14, the authors have worked with an angle of stability equal to $\pi / 4$. Furthermore, if we assume that the moisture of the material is changing in time, we can assume that the angle of repose is a given time dependent function $c: t \in[0, T) \rightarrow c(t) \in \mathbb{R}_{+}^{*}$. Hence, the model can be described by the following PDE.

$$
\begin{gather*}
u_{t}-\nabla(m \nabla u)=f \quad \text { in }[0, T] \times \Omega \\
|\nabla u| \leq c(t), \quad m \geq 0, \quad m(|\nabla u|-c(t))=0 \quad \text { in }[0, T] \times \Omega \\
u=0 \quad \text { on }[0, T] \times \Gamma_{D}  \tag{1.1}\\
m \frac{\partial u}{\partial \nu}+\lambda u=g \quad \text { on }[0, T] \times \Gamma_{N} \\
u(0)=u_{0},
\end{gather*}
$$

where $\Omega \subset \mathbb{R}^{s}$, is a bounded open domain. The solution $u$ is the height of the surface and $f$ is the source.

Let us give a brief description of the model 1.1) under the following assumptions.

[^0]- The flow of material is confined in a fine layer on the surface of the sand pile,
- the density of the material is constant,
- the dynamic effects are assumed to be negligible.

The conservation law allows us to write

$$
\frac{\partial u}{\partial t}+\nabla \cdot q=f \quad \text { in } \Omega
$$

$f$ being the source and $q$ the orthogonal projection of the material flow. Moreover, since the flow of the material flows along the largest slope, then

$$
q=-m \nabla u
$$

with $m$ an unknown scalar function verifying with $u$, the following properties.

- The angle formed by the sandpile surface and the horizontal is never greater than the angle of stability; i.e.

$$
|\nabla u(t, x)| \leq c(t)
$$

- since there is not a flow of material when the slope is not very inclined, we have

$$
|\nabla u(t, x)|<c(t) \Rightarrow m(x, t)=0
$$

The initial free surface is given by

$$
u(x, 0)=u_{0}(x)
$$

Concerning the boundaries conditions, we have split the boundary of the domain denoted $\Gamma$ into two part $\Gamma_{N}$ et $\Gamma_{D}$ such that $\Gamma_{N} \cap \Gamma_{D}=\emptyset$;

- in $\Gamma_{D}$, we apply homogeneous Dirichlet boundary condition. In other words, we assume that at this boundary, the sand falls down, that is

$$
u=0 \quad \text { on }[0, T] \times \Gamma_{D}
$$

- in $\Gamma_{N}$, we consider Fourier boundary condition. In other words, we assume that there exists a wall that prevents the flowing of sand, that is

$$
m \frac{\partial u}{\partial \nu}+\lambda u=g \quad \text { on }[0, T] \times \Gamma_{N}
$$

with $\lambda$ being a positive real number.
The PDEs with a mixed boundary appear in the modeling of many phenomena like fluid flows in domains with a boundary, which includes several parts, these parts differ by their physical properties [1, 5].

Let us recall that in the literature, many models of sandpile, with critical slope model (cf. [9, 10, 11, 13, 14]), two layers models (cf. [7]) were studied. In particular, in [11, the authors used nonlinear semi-group theory (see 4]) to prove the existence and uniqueness of solution to a sandpile problem like 1.1). And for numerical study of the problem they show that the Euler implicit time discretization problem associated with the model is equivalent to some kind of minimization problem. So, using the dual problem associated with this minimization problem the authors have showed how to compute the solution of the model knowing the solution to the dual problem. Our aim in this work is to generalize the ideas introduced in [11].

This article is organized as follows. In the next Section, we use the nonlinear semi-group theory (see [4]) to get the existence and uniqueness of a variational solution of 1.1 and the convergence of the approximate Euler discretization in
time solutions to problem 1.1. In Section 3, we show how to compute the solution of Euler implicit time discretization of (1.1) using duality argument and in Section 4 , some results of numerical simulations of (1.1) are given.

## 2. Theoretical study of problem (1.1)

Let us start by introducing the Euler discretization in time of problem 1.1). Given $\varepsilon>0$, we say that $\left(t_{i}, f_{i}, g_{i}\right)_{i=1, \ldots, n}$ is an $\varepsilon$-discretization for problem (1.1) if $0=t_{0}<t_{1}<\cdots<t_{n-1}<T=t_{n}$ with $t_{i}-t_{i-1} \leq \varepsilon, f_{1}, \ldots, f_{n} \in L^{2}(\Omega)$, $g_{1}, \ldots, g_{n} \in L^{2}\left(\Gamma_{N}\right)$ such that

$$
\sum_{i=1}^{n} \int_{t_{i-1}}^{t_{i}}\left\|f(t)-f_{i}\right\|_{L^{2}(\Omega)} \leq \varepsilon, \quad \sum_{i=1}^{n} \int_{t_{i-1}}^{t_{i}}\left\|g(t)-g_{i}\right\|_{L^{2}\left(\Gamma_{N}\right)} \leq \varepsilon
$$

In the rest of the work, it is assumed that

$$
\begin{equation*}
c \in W^{1, \infty}(0, T) \quad \text { and } \quad \min _{t \in(0, T)} c(t):=\sigma>0 \tag{2.1}
\end{equation*}
$$

Definition 2.1. For any $\varepsilon>0, u_{\varepsilon}$ is an $\varepsilon$-approximate solution of 1.1 , if there exists $\left(t_{i}, f_{i}, g_{i}\right)_{i=1, \ldots, n}$ an $\varepsilon-$ discretization of problem 1.1) such that

$$
u_{\varepsilon}= \begin{cases}u_{0} & \text { for } t \in\left(0, t_{1}\right]  \tag{2.2}\\ u_{i} & \text { for } t \in\left(t_{i-1}, t_{i}\right], i=1, \ldots, n\end{cases}
$$

and $u_{i}$ solves the following Euler implicit time discretization of (1.1):

$$
\begin{gather*}
u_{i}-\varepsilon \nabla\left(m_{i} \nabla u_{i}\right)=\varepsilon f_{i}+u_{i-1} \quad \text { in } \Omega \\
\left|\nabla u_{i}\right| \leq c\left(t_{i}\right), \quad m_{i} \geq 0, \quad m_{i}\left(\left|\nabla u_{i}\right|-c\left(t_{i}\right)\right)=0 \quad \text { in } \Omega \\
u_{i}=0 \quad \text { on } \Gamma_{D}  \tag{2.3}\\
m \frac{\partial u_{i}}{\partial \nu}+\lambda u_{i}=g_{i} \quad \text { on } \Gamma_{N} .
\end{gather*}
$$

To simplify the analysis, we introduce the following generic problem associated with 2.3)

$$
\begin{gather*}
v-\nabla(m \nabla v)=\widetilde{f} \quad \text { in } \Omega \\
|\nabla v| \leq d, \quad m \geq 0, \quad m(|\nabla v|-d)=0 \quad \text { in } \Omega \\
v=0 \quad \text { on } \Gamma_{D}  \tag{2.4}\\
m \frac{\partial v}{\partial \nu}+\lambda v=\widetilde{g} \quad \text { on } \Gamma_{N}
\end{gather*}
$$

with $\tilde{f} \in L^{2}(\Omega), \widetilde{g} \in L^{2}\left(\Gamma_{N}\right), d=c\left(t_{i}\right)$ and $\lambda$ a strictly positive real number.
For convenience, we note the $L^{2}(\Omega)$ scalar product by $(\cdot, \cdot)$ and the euclidean norm on $\mathbb{R}^{s}$ by $\|\cdot\|$. We introduce the convex set $K(d)$ given by

$$
K(d)=\left\{z \in W^{1, \infty}(\Omega) \cap H_{D}^{1}(\Omega):|\nabla z(x)| \leq d \text { a.e } x \in \Omega\right\}
$$

with

$$
H_{D}^{1}(\Omega)=\left\{z \in H^{1}(\Omega) ; z=0 \text { on } \Gamma_{D}\right\}
$$

We also introduce the following function defined on $H_{D}^{1}$ by

$$
F_{\widetilde{g}}(z)= \begin{cases}-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s & \text { if } z \in K(d) \\ +\infty & \text { otherwise }\end{cases}
$$

with $Z$ a variational solution of the following Laplace problem.

$$
\begin{gather*}
-\Delta Z=0 \quad \text { in } \Omega \\
Z=0 \quad \text { on } \Gamma_{D}  \tag{2.5}\\
\frac{\partial Z}{\partial \nu}+\lambda Z=\widetilde{g} \quad \text { on } \Gamma_{N}
\end{gather*}
$$

The sub-differential of $F_{\widetilde{g}}$ is defined in $L^{2}(\Omega)$ by

$$
\partial F_{\widetilde{g}}(v)=\left\{w \in K(d): \forall z \in K(d), F_{\widetilde{g}}(z) \geq F_{\widetilde{g}}(v)+(w, z-v)\right\}
$$

We are now in a position to define our notion of solution to problems (2.4) and (1.1).

Definition 2.2. For given $\widetilde{f} \in L^{2}(\Omega), \widetilde{g} \in L^{2}\left(\Gamma_{N}\right)$, we say that $v$ is a variational solution of 2.4 if $v \in K(d)$ and

$$
\begin{equation*}
\int_{\Omega}(\widetilde{f}-v)(z-v) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-v) d s \leq 0, \quad \text { for all } z \in K(d) \tag{2.6}
\end{equation*}
$$

Definition 2.3. Given $f \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right), g \in L_{l o c}^{2}\left(\Gamma_{N}\right)$ and $u_{0} \in K(c(0))$, a variational solution (resp. $\varepsilon$-approximate solution) of 1.1) is a function $u \in$ $W^{1,1}\left(0, T ; L^{2}(\Omega)\right)$ satisfying for any $t \in(0, T), u(t) \in K(c(t))$ and

$$
\int_{\Omega}\left(f-u_{t}(t)\right)(z-u(t)) d x+\int_{\Gamma_{N}}(g-\lambda Z)(z-v) d s \leq 0, \quad \text { for any } z \in K(c(t)) .
$$

(resp. $u_{\varepsilon}$ given by 2.2 with $u_{i}$ a variational solution of (2.3).
Using the same method given in [11, the following result can be proved.
Lemma 2.4. (i) $\partial F_{\widetilde{g}}$ is a maximal monotone graph in $L^{2}(\Omega)$.
(ii) $v$ is a solution of (2.4) if and only if $v$ is a solution of $v+\partial F_{\widetilde{g}}(v) \ni \widetilde{f}$.

Since $\partial F_{\widetilde{g}}$ is a maximal monotone graph in $L^{2}(\Omega)$, then, thanks to [4 for any $\tilde{f} \in L^{2}(\Omega)$ there exists a unique solution $v$ of

$$
\begin{equation*}
v+\partial F_{\widetilde{g}}(v) \ni \widetilde{f} \tag{2.7}
\end{equation*}
$$

which is equivalent to saying that (2.4) admits a unique variational solution. Moreover, if $v_{i}$ is the solution corresponding to $\widetilde{f_{i}}$ for $i=1,2$, then

$$
\begin{equation*}
\left\|v_{1}-v_{2}\right\|_{2} \leq\left\|\widetilde{f}_{1}-\widetilde{f}_{2}\right\|_{2} \tag{2.8}
\end{equation*}
$$

To prove the existence and uniqueness of the solution to problem 1.1, we need the following lemma.
Lemma 2.5. Let $f \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right), g \in L_{l o c}^{2}\left(\Gamma_{N}\right), c: t \in[0, T) \rightarrow c(t) \in \mathbb{R}_{+}^{*}$ and $u_{0} \in K(c(0))$. Then, $u$ is a solution of (1.1) if and only if $v(t,)=.\frac{u(t, .)}{c(t)}$ is a solution of

$$
\begin{gather*}
v_{t}+\partial G_{g / c}(v) \ni h \\
v(0)=\frac{u(0)}{c(0)} \tag{2.9}
\end{gather*}
$$

with $h=\frac{f}{c(t)}-\frac{c^{\prime}(t)}{c(t)} v(t)$, for any $t \in[0, T)$ and

$$
G_{g / c}(z):= \begin{cases}-\int_{\Gamma_{N}} \frac{(g-\lambda Z)}{c(t)} z & \text { if } z \in K(1) \\ 0 & \text { otherwise }\end{cases}
$$

Proof. If $u$ is a solution of 1.1, then

$$
\begin{equation*}
\int_{\Omega}\left(f-u_{t}\right)(z-u) d x+\int_{\Gamma_{N}}(g-\lambda Z)(z-u) d s \leq 0 \tag{2.10}
\end{equation*}
$$

For any $t \in[0, T)$, we denote

$$
A:=\int_{\Omega}\left(f-u_{t}\right)(z-u) d x+\int_{\Gamma_{N}}(g-\lambda Z)(z-u) d s
$$

We take $t \in[0, T), v(t, \cdot)=\frac{u(t, \cdot)}{c(t)}$ to obtain

$$
\begin{aligned}
A= & \int_{\Omega}\left[f-\left(v_{t} c(t)+v(t) c^{\prime}(t)\right)\right](z-v(t) c(t)) d x+\int_{\Gamma_{N}}(g-\lambda Z)(z-v(t) c(t)) d s \\
= & \int_{\Omega}\left[f-v_{t} c(t)-v(t) c^{\prime}(t)\right](z-v(t) c(t)) d x+\int_{\Gamma_{N}}(g-\lambda Z)(z-v(t) c(t)) d s \\
= & \int_{\Omega}(c(t))^{2}\left(\frac{f}{c(t)}-v_{t}-\frac{v(t) c^{\prime}(t)}{c(t)}\right)\left(\frac{z}{c(t)}-v(t)\right) d x \\
& +\int_{\Gamma_{N}}(c(t))^{2} \frac{g-\lambda Z}{c(t)}\left(\frac{z}{c(t)}-v(t)\right) d s .
\end{aligned}
$$

Since $A \leq 0$ for any $t \in[0, T)$, we have

$$
\int_{\Omega}\left(\frac{f}{c(t)}-v_{t}-\frac{v(t) c^{\prime}(t)}{c(t)}\right)\left(\frac{z}{c(t)}-v(t)\right) d x+\int_{\Gamma_{N}} \frac{g-\lambda Z}{c(t)}\left(\frac{z}{c(t)}-v(t)\right) d s \leq 0
$$

for any $t \in[0, T)$. Since $z \in K(c(t))$, then $w=\frac{z}{c(t)} \in K(1)$ for any $t \in[0, T)$ and, it follows that

$$
\int_{\Omega}\left(h-v_{t}\right)(w-v(t)) d x+\int_{\Gamma_{N}} \frac{g-\lambda Z}{c(t)}(w-v(t)) d s \leq 0
$$

which is equivalent to saying that $v$ is a solution of 2.9 .
Now, we suppose that $v$ is a solution of (2.9), then

$$
\int_{\Omega}\left(h-v_{t}\right)(w-v(t)) d x+\int_{\Gamma_{N}} \frac{g-\lambda Z}{c(t)}(w-v(t)) d s \leq 0, \quad \text { for any } z \in K(1) .
$$

Using $v(\cdot, t)=\frac{u(\cdot, t)}{c(t)}$ and denoting

$$
B=\int_{\Omega}\left(h-v_{t}\right)(w-v(t)) d x+\int_{\Gamma_{N}} \frac{g-\lambda Z}{c(t)}(w-v(t)) d s
$$

we get

$$
\begin{align*}
B= & \int_{\Omega}\left(h-v_{t}\right)(w-v(t)) d x+\int_{\Gamma_{N}} \frac{g-\lambda Z}{c(t)}(w-v(t)) d s \\
= & \int_{\Omega}\left(\frac{f}{c(t)}-\frac{c^{\prime}(t)}{c(t)^{2}} u(t)-\frac{u_{t} c(t)-u(t) c^{\prime}(t)}{c(t)^{2}}\right)\left(w-\frac{u(t)}{c(t)}\right) d x  \tag{2.11}\\
& +\int_{\Gamma_{N}} \frac{g-\lambda Z}{c(t)}\left(w-\frac{u(t)}{c(t)}\right) d s \\
= & \int_{\Omega}\left(\frac{f}{c(t)}-\frac{u_{t}}{c(t)}\right)\left(w-\frac{u(t)}{c(t)}\right) d x+\int_{\Gamma_{N}} \frac{g-\lambda Z}{c(t)}\left(w-\frac{u(t)}{c(t)}\right) d s .
\end{align*}
$$

Since $B \leq 0$ and $(c(t))^{2} B \leq 0$, we get
$\int_{\Omega}\left(f-u_{t}\right)(c(t) w-u(t)) d x+\int_{\Gamma_{N}}(g-\lambda Z)(c(t) w-u(t)) d s \leq 0, \quad$ for any $w \in K(1)$.
Since $w \in K(1)$, then $c(t) w \in K(c(t))$; therefore

$$
\int_{\Omega}\left(f-u_{t}\right)(z-u(t)) d x+\int_{\Gamma_{N}}(g-\lambda Z)(z-u(t)) d s \leq 0, \quad \text { for any } z \in K(c(t))
$$

So, $u$ is a solution of (2.4)
Theorem 2.6. Let $f \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$ and $g \in L_{l o c}^{2}\left(\Gamma_{N}\right)$, then 1.1) has a unique variational solution $u \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right)$; and for any subsequence $\varepsilon \rightarrow 0$, if $u_{\varepsilon}$ is $a \varepsilon$-approximate solution of (1.1), then

$$
u_{\varepsilon} \rightarrow u \in \mathcal{C}\left([0, T) ; L^{2}(\Omega)\right)
$$

Moreover, if for $i=1,2, u_{i}$ is a solution corresponding to $f_{i}$, then

$$
\frac{d}{d t} \int_{\Omega}\left(u_{1}-u_{2}\right)^{+} \leq \int_{\Omega}\left(f_{1}-f_{2}\right)^{+} \quad \text { in } \mathcal{D}^{\prime}(0, T)
$$

In particular, if $f \geq 0$ and $g \geq 0$, then $u \geq 0$ a.e. in $\Omega$.
Proof. Using [4, Proposition 3.13], we deduce that for any $v_{0} \in K(1), 2.9$ has a unique solution $v \in W^{1,1}\left(0, T ; L^{2}(\Omega)\right)$, then from Lemma 2.5, we deduce that 1.1) has a unique variational solution. To prove the convergence of the $\varepsilon$-approximate solution, let us consider, for $i=1, \ldots, n$,

$$
\begin{equation*}
u_{i}+\partial F_{g, c\left(t_{i}\right)}\left(u_{i}\right) \ni \varepsilon f_{i}+u_{i-1} \tag{2.12}
\end{equation*}
$$

where

$$
F_{g, c\left(t_{i}\right)}(z)= \begin{cases}-\int_{\Gamma_{N}}(g-\lambda Z) z d s & \text { if } z \in K\left(c\left(t_{i}\right)\right) \\ +\infty & \text { otherwise }\end{cases}
$$

For $i=0,1, \ldots, n$, setting

$$
z_{i}=\frac{u_{i}}{c\left(t_{i}\right)} \quad \text { with } c\left(t_{i}\right)>0
$$

We have

$$
\int_{\Omega}\left(\frac{\varepsilon f_{i}}{c\left(t_{i}\right)}+\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)} z_{i-1}-z_{i}\right)\left(w-z_{i}\right) d x+\int_{\Gamma_{N}} \frac{g_{i}-\lambda Z_{i}}{c\left(t_{i}\right)}\left(w-z_{i}\right) d x \leq 0
$$

for $w \in K(1)$, which is equivalent to saying

$$
\begin{equation*}
z_{i}+\partial G_{\frac{g}{c\left(t_{i}\right)}}\left(z_{i}\right) \ni \frac{\varepsilon f_{i}}{c\left(t_{i}\right)}+\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)} z_{i-1} \tag{2.13}
\end{equation*}
$$

Now, we introduce the Euler implicit discretization in time associated with 2.9),

$$
\begin{equation*}
v_{i}+\partial G_{\frac{g}{c\left(t_{i}\right)}}\left(v_{i}\right) \ni \varepsilon h_{i}+v_{i-1} \tag{2.14}
\end{equation*}
$$

for $i=0,1, \ldots, n$ with

$$
G_{\frac{g}{c\left(t_{i}\right)}}(z):= \begin{cases}-\int_{\Gamma_{N}} \frac{g-\lambda Z}{c\left(t_{i}\right)} z d s & \text { if } z \in K(1) \\ +\infty & \text { otherwise. }\end{cases}
$$

Let $v_{\varepsilon}$, defining by

$$
v_{\varepsilon}:= \begin{cases}v_{0} & \text { for } t \in\left(0, t_{1}\right] \\ v_{i} & \text { for } t \in\left(t_{i-1}, t_{i}\right], i=1, \ldots, n\end{cases}
$$

Thanks to the nonlinear semigroup theory (see for instance [4. Theorem 4.6]), it follows that

$$
v_{\varepsilon} \rightarrow v \in \mathcal{C}\left([0, T) ; L^{2}(\Omega)\right) \quad \text { as } \varepsilon \rightarrow 0
$$

where $v$ is a solution of 2.9 . Problem $(2.14)$ is equivalent to saying

$$
\begin{equation*}
v_{i}+\partial G_{\frac{g}{c\left(t_{i}\right)}}\left(v_{i}\right) \ni \frac{\varepsilon f_{i}}{c\left(t_{i}\right)}-\frac{c\left(t_{i}\right)-c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v\left(t_{i-1}\right)-v_{i-1}\right)+\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)} v_{i-1} \tag{2.15}
\end{equation*}
$$

for $i=1, \ldots, n$. We take $z_{i}$ as a test function in 2.15 to obtain

$$
\begin{align*}
& \int_{\Omega}\left(\frac{\varepsilon f_{i}}{c\left(t_{i}\right)}-\frac{c\left(t_{i}\right)-c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v\left(t_{i-1}\right)-v_{i-1}\right)+\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)} v_{i-1}-v_{i}\right)\left(z_{i}-v_{i}\right) d x  \tag{2.16}\\
& +\int_{\Gamma_{N}} \frac{g_{i}-\lambda Z_{i}}{c\left(t_{i}\right)}\left(z_{i}-v_{i}\right) d x \leq 0
\end{align*}
$$

Now, we take $v_{i}$ as a test function in 2.13 to get

$$
\begin{equation*}
\int_{\Omega}\left(\frac{\varepsilon f_{i}}{c\left(t_{i}\right)}+\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)} z_{i-1}-z_{i}\right)\left(v_{i}-z_{i}\right) d x+\int_{\Gamma_{N}} \frac{g_{i}-\lambda Z_{i}}{c\left(t_{i}\right)}\left(v_{i}-z_{i}\right) d x \leq 0 \tag{2.17}
\end{equation*}
$$

Combining 2.16 and 2.17, we obtain

$$
\begin{aligned}
& \int_{\Omega}\left(-\frac{c\left(t_{i}\right)-c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v\left(t_{i-1}\right)-v_{i-1}\right)+\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v_{i-1}-z_{i-1}\right)\right. \\
& \left.+\left(z_{i}-v_{i}\right)\right)\left(z_{i}-v_{i}\right) d x \leq 0
\end{aligned}
$$

which implies

$$
\begin{align*}
& \int_{\Omega}\left(-\frac{c\left(t_{i}\right)-c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v\left(t_{i-1}\right)-v_{i-1}\right)+\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v_{i-1}-z_{i-1}\right)\right)\left(z_{i}-v_{i}\right) d x \\
& \quad+\int_{\Omega}\left(z_{i}-v_{i}\right)^{2} d x \leq 0 \tag{2.18}
\end{align*}
$$

So, using the Hölder inequality in 2.18, we deduce that

$$
\begin{aligned}
& \left\|z_{i}-v_{i}\right\|_{L^{2}(\Omega)}^{2} \\
& \leq \int_{\Omega}\left(\frac{c\left(t_{i}\right)-c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v\left(t_{i-1}\right)-v_{i-1}\right)-\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v_{i-1}-z_{i-1}\right)\right)\left(z_{i}-v_{i}\right) d x \\
& \leq\left\|\frac{c\left(t_{i}\right)-c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v\left(t_{i-1}\right)-v_{i-1}\right)-\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\left(v_{i-1}-z_{i-1}\right)\right\|_{L^{2}(\Omega)}\left\|z_{i}-v_{i}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

It follows that

$$
\begin{align*}
\left\|z_{i}-v_{i}\right\|_{L^{2}(\Omega)} \leq & \left|\frac{c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\right|\left\|v_{i-1}-z_{i-1}\right\|_{L^{2}(\Omega)}+\left|\frac{c\left(t_{i}\right)-c\left(t_{i-1}\right)}{c\left(t_{i}\right)}\right|  \tag{2.19}\\
& \times\left\|v\left(t_{i-1}\right)-v_{i-1}\right\|_{L^{2}(\Omega)}
\end{align*}
$$

for $i=1, \ldots, n$. Since $v_{0}=z_{0}$, then iterating 2.19 for $i=k, \ldots, 1$, we obtain

$$
\begin{aligned}
\left\|v_{k}-z_{k}\right\|_{L^{2}(\Omega)} & \leq \sum_{i=1}^{k}\left|\frac{c\left(t_{k-i+1}\right)-c\left(t_{k-i}\right)}{c\left(t_{k}\right)}\right|\left\|v\left(t_{k-i}\right)-v_{k-i}\right\|_{L^{2}(\Omega)} \\
& \leq \frac{1}{\delta} \sum_{i=1}^{k}\left|c\left(t_{k-i+1}\right)-c\left(t_{k-i}\right)\right|\left\|v\left(t_{k-i}\right)-v_{k-i}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

$$
\leq \frac{\left\|c^{\prime}\right\|_{\infty}}{\delta} \sum_{i=1}^{k-1}\left(t_{k-i+1}-t_{k-i}\right)\left\|v\left(t_{k-i}\right)-v_{k-i}\right\|_{L^{2}(\Omega)}
$$

Setting $\widetilde{v}_{\varepsilon}(t)=v\left(t_{i}\right)$ if $t \in\left[t_{i}, t_{i+1}\right)$ for $i=0,1, \ldots, n-1$, we get

$$
\begin{aligned}
\left\|v_{k}-z_{k}\right\|_{L^{2}(\Omega)} & \leq \frac{\left\|c^{\prime}\right\|_{\infty}}{\delta} \sum_{i=0}^{k-1} \int_{t_{i}}^{t_{i+1}}\left\|\widetilde{v}_{\varepsilon}(t)-v_{\varepsilon}(t)\right\|_{L^{2}(\Omega)} d t \\
& \leq \frac{\left\|c^{\prime}\right\|_{\infty}}{\delta} \int_{0}^{T}\left\|\widetilde{v}_{\varepsilon}(t)-v_{\varepsilon}(t)\right\|_{L^{2}(\Omega)} d t
\end{aligned}
$$

and

$$
\left\|v_{\varepsilon}(t)-z_{\varepsilon}(t)\right\|_{L^{2}(\Omega)} \leq \frac{\left\|c^{\prime}\right\|_{\infty}}{\delta} \int_{0}^{T}\left\|\widetilde{v}_{\varepsilon}(t)-v_{\varepsilon}(t)\right\|_{L^{2}(\Omega)} d t, \quad \text { for any } t \in[0, T)
$$

Since $\varepsilon \rightarrow 0$ and $\widetilde{v}_{\varepsilon} \rightarrow v$ in $\mathcal{C}\left([0, T) ; L^{2}(\Omega)\right)$, we have

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T)}\left\|v_{\varepsilon}(t)-z_{\varepsilon}(t)\right\|_{L^{2}(\Omega)}=0 \tag{2.20}
\end{equation*}
$$

We define $c_{\varepsilon}$ by $c_{\varepsilon}(t)=c\left(t_{i}\right)$ for $t \in\left[t_{i}, t_{i+1}\right)$ and $i=0,1, \ldots, n$, . We have

$$
\begin{aligned}
& \left\|u(t)-u_{\varepsilon}(t)\right\|_{L^{2}(\Omega)} \\
& \leq c_{\varepsilon}(t)\left\|\frac{u(t)}{c_{\varepsilon}(t)}-z_{\varepsilon}(t)\right\|_{L^{2}(\Omega)} \\
& \leq\|c\|_{\infty}\left(\left\|\frac{u(t)}{c_{\varepsilon}(t)}-v(t)\right\|_{L^{2}(\Omega)}+\left\|v(t)-v_{\varepsilon}(t)\right\|_{L^{2}(\Omega)}+\left\|v_{\varepsilon}(t)-z_{\varepsilon}(t)\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

Combining 2.20), the fact that $v_{\varepsilon} \rightarrow v$ in $\mathcal{C}\left([0, T) ; L^{2}(\Omega)\right)$ and $c_{\varepsilon} \rightarrow c$ in $\mathcal{C}([0, T))$, and as $\varepsilon \rightarrow 0$, we deduce that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \sup _{t \in[0, T)}\left\|u(t)-u_{\varepsilon}(t)\right\|_{L^{2}(\Omega)}=0 \tag{2.21}
\end{equation*}
$$

So, $u_{\varepsilon} \rightarrow u$ in $\mathcal{C}\left([0, T) ; L^{2}(\Omega)\right)$ as $\varepsilon \rightarrow 0$. At last, for the contraction property, if for $i=1,2, u_{i}$ is the solution corresponding to $f_{i}$, then we have

$$
\begin{aligned}
\frac{d}{d t} & \int_{\Omega}\left(u_{1}(t)-u_{2}(t)\right)^{+} d x \\
= & \frac{d}{d t} \int_{\left[u_{1}(t)>u_{2}(t)\right]}\left(u_{1}(t)-u_{2}(t)\right) d x \\
= & \int_{\left[u_{1}(t)>u_{2}(t)\right]}\left(f_{1}(t)-f_{2}(t)\right) d x \\
& \left.-\int_{\left[u_{1}(t)>u_{2}(t)\right]} \operatorname{div}\left(m_{1}(t) \nabla u_{1}(t)\right)-\operatorname{div}\left(m_{2}(t) \nabla u_{2}(t)\right)\right) d x \\
\leq & \int_{\Omega}\left(f_{1}-f_{2}\right)^{+} d x \\
& \left.-\int_{\Omega} \operatorname{sign}_{0}\left(u_{1}-u_{2}\right) \operatorname{div}\left(m_{1}(t) \nabla u_{1}(t)\right)-\operatorname{div}\left(m_{2}(t) \nabla u_{2}(t)\right)\right) d x \\
\leq & \int_{\Omega}\left(f_{1}-f_{2}\right)^{+} d x \\
& -\int_{\Gamma_{N}} \operatorname{sign}_{0}\left(u_{1}-u_{2}\right)\left(m_{1}(t) \nabla u_{1}(t)-m_{2}(t) \nabla u_{2}(t)\right) \cdot \nu d \sigma
\end{aligned}
$$

$$
\leq \int_{\Omega}\left(f_{1}-f_{2}\right)^{+} d x
$$

## 3. Dual formulation and numerical approximation

Following the ideas developed in [10, 11, 13, we show in this section how to approximate the solution of problem (1.1). In [13], the authors introduced a numerical method based on Fenchel duality theory (see, [2]) for numerical approximation of problem (2.4), in the special case where the homogeneous Dirichlet boundary condition is applied. In fact, in the homogeneous Dirichlet boundary condition case, it is not difficult to see that

$$
\begin{equation*}
v=\mathbb{P}_{K(d)}(\tilde{f}) \tag{3.1}
\end{equation*}
$$

where $\mathbb{P}_{K(d)}$ denotes the projection with respect to the $L^{2}$ norm onto the convex $K(d)$ and, thanks to [2], the associated dual problem is given by

$$
\begin{equation*}
\sup \left\{-G(q): q \in(\mathcal{C}(\Omega))^{N}\right\} \tag{3.2}
\end{equation*}
$$

where

$$
\begin{equation*}
G(q)=\frac{1}{2} \int_{\Omega}(\operatorname{div}(q))^{2} d x+\int_{\Omega} \tilde{f} \operatorname{div}(q) d x+d \int_{\Omega}|q| d x \tag{3.3}
\end{equation*}
$$

In [13], the authors have given the connection between (3.1) and (3.2) by studying $G$ in the space $H_{\text {div }}(\Omega)$, defined by

$$
H_{\mathrm{div}}(\Omega):=\left\{w \in\left(L^{2}(\Omega)\right)^{N} ; \operatorname{div}(w) \in L^{2}(\Omega)\right\}
$$

which has allowed them to compute the projection $v$ on $K(d)$ of $\tilde{f}$ by computing the solution of the dual problem (3.2). Since in the present work, we consider a mixed boundary condition, we cannot see problem (2.4) as a projection problem on a convex set. Furthermore, we have the following result.

Lemma 3.1. Let $v \in K(d)$. $v$ is a solution of 2.4 if and only if $v$ is also $a$ solution of the following minimization problem

$$
\begin{equation*}
\min _{z \in K(d)}\left\{\frac{1}{2} \int_{\Omega}|z-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s\right\} \tag{3.4}
\end{equation*}
$$

Proof. Let $v \in K(d)$ be a solution of (2.4). Then, we have

$$
\begin{equation*}
\int_{\Omega}(\tilde{f}-v)(z-v) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-v) d s \leq 0, \quad \forall z \in K(d) \tag{3.5}
\end{equation*}
$$

Since

$$
\|v-\widetilde{f}\|_{L^{2}(\Omega)}^{2}-\|z-\widetilde{f}\|_{L^{2}(\Omega)}^{2}=2(\tilde{f}-v, z-v)-\|v-z\|_{L^{2}(\Omega)}^{2}
$$

we have

$$
\frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-\frac{1}{2} \int_{\Omega}|z-\widetilde{f}|^{2} d x=\int_{\Omega}(\widetilde{f}-v, z-v) d x-\frac{1}{2} \int_{\Omega}|v-z|^{2} d x
$$

Thus,

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-\frac{1}{2} \int_{\Omega}|z-\widetilde{f}|^{2} d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-v) d s \\
& =\int_{\Omega}(\widetilde{f}-v, z-v) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-v) d s-\frac{1}{2} \int_{\Omega}|v-z|^{2} d x
\end{aligned}
$$

Therefore, by using (3.5), we deduce that

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-\frac{1}{2} \int_{\Omega}|z-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-v) d s \leq 0 \tag{3.6}
\end{equation*}
$$

which is equivalent to saying

$$
\frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \leq \frac{1}{2} \int_{\Omega}|z-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s
$$

for any $z \in K(d)$. So, $v \in K(d)$ is a solution of (3.4). Now, we suppose that $v \in K(d)$ is a solution to the minimization problem (3.1). Let $z_{0} \in K(d)$. Since $K(d)$ is convex, then for any $t \in[0,1), z=(1-t) v+t z_{0} \in K(d)$. We have

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \\
& \leq \frac{1}{2} \int_{\Omega}\left|\widetilde{f}-\left((1-t) v+t z_{0}\right)\right|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)\left((1-t) v+t z_{0}\right) d s \\
& \leq \frac{1}{2} \int_{\Omega}\left|(\widetilde{f}-v)-t\left(z_{0}-v\right)\right|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s-t \int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)\left(z_{0}-v\right) d s \\
& \leq \frac{1}{2}\left\|(\widetilde{f}-v)-t\left(z_{0}-v\right)\right\|_{L^{2}(\Omega)}^{2}-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s-t \int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)\left(z_{0}-v\right) d s
\end{aligned}
$$

It follows that

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \\
& \leq \frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-t\left(\widetilde{f}-v, z_{0}-v\right)+\frac{t^{2}}{2} \int_{\Omega}\left|z_{0}-v\right|^{2} d x \\
& \quad-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s-t \int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)\left(z_{0}-v\right) d s
\end{aligned}
$$

So,

$$
\begin{equation*}
\left(\widetilde{f}-v, z_{0}-v\right)+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)\left(z_{0}-v\right) d s \leq \frac{t}{2} \int_{\Omega}\left|z_{0}-v\right|^{2} d x \tag{3.7}
\end{equation*}
$$

Hence, by letting $t \rightarrow 0$ in (3.7), we obtain

$$
\int_{\Omega}(\tilde{f}-v)\left(z_{0}-v\right) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)\left(z_{0}-v\right) d s \leq 0
$$

for any $z_{0} \in K(d)$, which implies that

$$
\begin{equation*}
\int_{\Omega}(\tilde{f}-v) z_{0} d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z_{0} d s \leq \int_{\Omega}(\tilde{f}-v) v d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \tag{3.8}
\end{equation*}
$$

for any $z_{0} \in K(d)$.
From (3.8), we deduce that $v$ is a solution of 2.4.
Inspired by the works of Igbida et al. (see [11]), we consider as a dual problem associated with problem (3.4), the following optimization problem

$$
\begin{equation*}
\sup \left\{-G(w): w \in H_{\operatorname{div}, \tilde{g}}(\Omega)\right\} \tag{3.9}
\end{equation*}
$$

where

$$
\begin{equation*}
G(w)=\frac{1}{2} \int_{\Omega}(\operatorname{div}(w))^{2} d x+\int_{\Omega} \widetilde{f} \operatorname{div}(w) d x+d \int_{\Omega}|w| d x \tag{3.10}
\end{equation*}
$$

and

$$
\begin{aligned}
H_{\mathrm{div}, \widetilde{g}}(\Omega)= & \left\{w \in H_{\mathrm{div}}(\Omega): \int_{\Omega}[-\operatorname{div}(w)] \xi d x=\int_{\Omega} w \nabla \xi d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \xi d s\right. \\
& \left.\forall \xi \in H_{D}^{1}(\Omega)\right\}
\end{aligned}
$$

It is not clear that the dual problem associated with problem $\sqrt{3.4}$ is problem (3.9). In the following, we prove the connection between problems (3.9) and (3.4). We also present a method for numerical approximation of the solution of problem (2.4) by computing $\sup \left\{-G(w): w \in H_{\operatorname{div}, \widetilde{g}}(\Omega)\right\}$. We first show the following result.
Lemma 3.2. For any $\widetilde{f} \in L^{2}(\Omega), \widetilde{g} \in L^{2}\left(\Gamma_{N}\right), \omega \in H_{\operatorname{div}, \widetilde{g}}(\Omega)$ and $z \in K(d)$, we have

$$
-G(w) \leq J(z)
$$

where $J(z)=\frac{1}{2} \int_{\Omega}|z-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s$.
Proof. Let $w \in H_{\mathrm{div}, \widetilde{g}}(\Omega)$ and $z \in K(d)$ be fixed. Since

$$
\begin{equation*}
\frac{1}{2}(\operatorname{div}(w)-(z-\widetilde{f}))^{2} \geq 0 \tag{3.11}
\end{equation*}
$$

we deduce that

$$
-\frac{1}{2} \int_{\Omega}(\operatorname{div}(w))^{2} d x-\int_{\Omega} \operatorname{div}(w) \tilde{f} d x+\int_{\Omega} \operatorname{div}(w) z d x \leq \frac{1}{2} \int_{\Omega}(z-\tilde{f})^{2} d x
$$

which implies

$$
-\frac{1}{2} \int_{\Omega}(\operatorname{div}(w))^{2} d x-\int_{\Omega} \operatorname{div}(w) \tilde{f} d x \leq \frac{1}{2} \int_{\Omega}(z-\tilde{f})^{2} d x-\int_{\Omega} \operatorname{div}(w) z d x
$$

Using the fact that $w \in H_{\operatorname{div}, \widetilde{g}}(\Omega)$, we get
$-\frac{1}{2} \int_{\Omega}(\operatorname{div}(w))^{2} d x-\int_{\Omega} \operatorname{div}(w) \widetilde{f} d x \leq \frac{1}{2} \int_{\Omega}(z-\widetilde{f})^{2} d x+\int_{\Omega} w \cdot \nabla z d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s$.
Therefore,

$$
\begin{equation*}
-G(w) \leq \frac{1}{2} \int_{\Omega}(z-\widetilde{f})^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s+\int_{\Omega} w \cdot \nabla z d x-d \int_{\Omega}|w| d x \tag{3.12}
\end{equation*}
$$

Since $z \in K(d)$, we have

$$
\begin{equation*}
\int_{\Omega} w \cdot \nabla z d x-d \int_{\Omega}|w| d x \leq 0 \tag{3.13}
\end{equation*}
$$

Thus,

$$
-G(w) \leq \frac{1}{2} \int_{\Omega}(z-\widetilde{f})^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s
$$

Our main result of this section reads as follows.
Theorem 3.3. Let $\tilde{f} \in L^{2}(\Omega), \widetilde{g} \in L^{2}\left(\Gamma_{N}\right)$ and $v$ the variational solution of (3.4). Then, there exists a sequence $\left(w_{\varepsilon}\right)_{\varepsilon>0}$ in $H_{\operatorname{div}, \widetilde{g}}(\Omega)$ such that, as $\varepsilon \rightarrow 0$,

$$
\begin{gather*}
d \int_{\Omega}\left|\omega_{\varepsilon}\right| d x \rightarrow \int_{\Omega} v(\tilde{f}-v) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s  \tag{3.14}\\
\operatorname{div}\left(\omega_{\varepsilon}\right) \rightarrow v-\widetilde{f} \in L^{2}(\Omega) \tag{3.15}
\end{gather*}
$$

and

$$
\begin{align*}
\lim _{\varepsilon \rightarrow 0} G\left(\omega_{\varepsilon}\right) & =\inf _{\omega \in H_{\operatorname{div}, g}(\Omega)} G(\omega) \\
& =-\min _{z \in K(d)} J(z)  \tag{3.16}\\
& =-\left[\frac{1}{2} \int_{\Omega}|\widetilde{f}-v|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s\right]
\end{align*}
$$

To prove the above result, we consider the following elliptic problem.

$$
\begin{gather*}
v_{\varepsilon}-\nabla w_{\varepsilon}=\widetilde{f} \quad \text { in } \Omega \\
w_{\varepsilon}=\phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) \quad \text { in } \Omega  \tag{3.17}\\
v_{\varepsilon}=0 \quad \text { on } \Gamma_{D} \\
w_{\varepsilon} \cdot \eta=\widetilde{g}-\lambda Z \quad \text { on } \Gamma_{N},
\end{gather*}
$$

where for any $\varepsilon>0, \phi_{\varepsilon}: \mathbb{R}^{s} \rightarrow \mathbb{R}^{s}$ is given by

$$
\phi_{\varepsilon}(r)=\frac{1}{\varepsilon}(|r|-d)^{+} \frac{r}{|r|} \quad \text { for all } r \in \mathbb{R}^{s}
$$

and satisfies the following properties.
(i) for any $r_{1}, r_{2} \in \mathbb{R}^{s},\left(\phi_{\varepsilon}\left(r_{1}\right)-\phi_{\varepsilon}\left(r_{2}\right)\right) \cdot\left(r_{1}-r_{2}\right) \geq 0$;
(ii) there exists $\varepsilon_{0}>0$ and $A>d$ such that $\phi_{\varepsilon}(r) \cdot r \geq|r|^{2}$ for any $|r|>A$ and $\varepsilon<\varepsilon_{0} ;$
(iii) for any $\varepsilon>0$ and $r \in \mathbb{R}^{s}, d\left|\phi_{\varepsilon}(r)\right| \leq \phi_{\varepsilon}(r) \cdot r$.

Then, from the same method as in the proof of [11, Lemma 3.6], we can easily prove the following result.

Lemma 3.4. There exists a unique weak solution $v_{\varepsilon}$ to problem (3.17) with $0<\varepsilon<$ $\varepsilon_{0}$ in the sense that $v_{\varepsilon} \in H_{D}^{1}(\Omega), w_{\varepsilon}=\phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) \in\left(L_{D}^{2}(\Omega)\right)^{s}$ and for all $z \in H_{D}^{1}(\Omega)$,

$$
\begin{equation*}
\int_{\Omega} v_{\varepsilon} z d x+\int_{\Omega} \phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) \nabla z d x=\int_{\Omega} \tilde{f} z d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) z d s \tag{3.18}
\end{equation*}
$$

Moreover, $\left(v_{\varepsilon}\right)_{0<\varepsilon<\varepsilon_{0}}$ is bounded in $H_{D}^{1}(\Omega)$ and for any Borel set $B \subset \Omega$, we have

$$
\begin{equation*}
\lim \inf _{\varepsilon \rightarrow 0} \int_{B}\left|\nabla v_{\varepsilon}\right| d x \leq d|B| \tag{3.19}
\end{equation*}
$$

Proof of the Theorem 3.3. Thanks to Lemma 3.4, one has that the sequence $\left(v_{\varepsilon}\right)_{\varepsilon>0}$ is bounded in $H_{D}^{1}(\Omega)$. Therefore, we can extract a subsequence (still denoted by $\left.\left(v_{\varepsilon}\right)_{\varepsilon>0}\right)$ such that

$$
v_{\varepsilon} \rightarrow \widetilde{v} \quad \text { in } H_{D}^{1}(\Omega) \text {-weak and in } L^{2}(\Omega)
$$

Hence, by problem (3.17), we deduce that

$$
\operatorname{div}\left(w_{\varepsilon}\right) \rightarrow \widetilde{v}-\widetilde{f} \quad \text { in } L^{2}(\Omega)
$$

We define the set $A_{\delta}$ by $A_{\delta}=[|\nabla \widetilde{v}| \geq d+\delta]$, with $\delta>0$. Using the fact that $\nabla v_{\varepsilon} \rightarrow \nabla \widetilde{v}$ in $\left(L^{1}(\Omega)\right)^{s}$-weak as $\varepsilon \rightarrow 0$, it follows that

$$
\begin{equation*}
(d+\delta)\left|A_{\delta}\right| \leq \int_{A_{\delta}}|\nabla \widetilde{v}| d x \leq \lim \inf _{\varepsilon \rightarrow 0} \int_{A_{\delta}}\left|\nabla v_{\varepsilon}\right| d x \tag{3.20}
\end{equation*}
$$

From Lemma 3.2, one has $B=A_{\delta}$ and then

$$
\begin{equation*}
(d+\delta)\left|A_{\delta}\right| \leq\left|A_{\delta}\right| \tag{3.21}
\end{equation*}
$$

Therefore $\left|A_{\delta}\right|=0$ since $\delta>0$. So, $|\nabla \widetilde{v}| \leq d$ a.e. in $\Omega$ and $\widetilde{v} \in K(d)$. Now we must show that the solution $\widetilde{v}$ is also a solution to problem (3.4). For any $z \in K(d)$, one has

$$
\begin{align*}
& \int_{\Omega}(\tilde{f}-\widetilde{v})(z-\widetilde{v}) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-\widetilde{v}) d s \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Omega}-\nabla \phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right)(z-\widetilde{v}) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-\widetilde{v}) d s \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Omega} \phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) \nabla(z-\widetilde{v}) d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-\widetilde{v}) d s  \tag{3.22}\\
& \quad+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z)(z-\widetilde{v}) d s \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Omega} \phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) \nabla(z-\widetilde{v}) d x \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Omega}\left(\phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right)-\phi_{\varepsilon}(\nabla z)\right) \nabla(z-\widetilde{v}) d x \leq 0,
\end{align*}
$$

which proves that $\widetilde{v}$ is a also an variational solution of 2.4. Then, it follows that $v=\widetilde{v}$ and $\widetilde{v}$ also satisfies (3.4). Now, we must show that $\omega_{\varepsilon}$ satisfies (3.14). From the property (iii) of $\phi_{\varepsilon}$, it follows that

$$
\begin{align*}
\limsup _{\varepsilon \rightarrow 0} d \int_{\Omega}\left|\omega_{\varepsilon}\right| d x & =\limsup _{\varepsilon \rightarrow 0} \int_{\Omega} d\left|\phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right)\right| d x \\
& \leq \limsup _{\varepsilon \rightarrow 0} \int_{\Omega} \phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) \nabla v_{\varepsilon} d x \\
& \leq \limsup _{\varepsilon \rightarrow 0}\left(\int_{\Gamma_{N}} \phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) \cdot \eta v_{\varepsilon} d x-\int_{\Omega} \nabla \phi_{\varepsilon}\left(\nabla v_{\varepsilon}\right) v_{\varepsilon} d x\right)  \tag{3.23}\\
& \leq \limsup _{\varepsilon \rightarrow 0}\left(\int_{\Omega}\left(\widetilde{f}-v_{\varepsilon}\right) v_{\varepsilon} d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v_{\varepsilon} d s\right) \\
& \leq \int_{\Omega}(\widetilde{f}-\widetilde{v}) \widetilde{v} d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \widetilde{v} d s .
\end{align*}
$$

and since $v$ is a variational solution to problem $\sqrt{2.4},(3.23)$ becomes

$$
\begin{equation*}
d \limsup _{\varepsilon \rightarrow 0} \int_{\Omega}\left|w_{\varepsilon}\right| d x \leq \int_{\Omega}(\tilde{f}-v) v d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \tag{3.24}
\end{equation*}
$$

Using the fact that $\widetilde{v}$ is a variational solution to problem 2.4 , it follows that

$$
\begin{align*}
\int_{\Omega}(\tilde{f}-v) v d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s & \leq \int_{\Omega}(\tilde{f}-\widetilde{v}) \widetilde{v} d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \widetilde{v} d s \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Omega}\left(\widetilde{f}-v_{\varepsilon}\right) \widetilde{v} d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \widetilde{v} d s \\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Omega}-\nabla w_{\varepsilon} \cdot \widetilde{v} d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \widetilde{v} d s  \tag{3.25}\\
& =\lim _{\varepsilon \rightarrow 0} \int_{\Omega} w_{\varepsilon} \cdot \nabla \widetilde{v} d x \\
& \leq d \lim _{\varepsilon \rightarrow 0} \int_{\Omega}\left|w_{\varepsilon}\right| d x
\end{align*}
$$

From (3.23) and 3.25, it follows that

$$
\begin{equation*}
d \lim _{\varepsilon \rightarrow 0} \int_{\Omega}\left|w_{\varepsilon}\right| d x=\int_{\Omega}(\widetilde{f}-v) v d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \tag{3.26}
\end{equation*}
$$

To complete the proof, it remains to prove (3.16). For that, we use (3.14, 3 3.16) and 3.26 to get

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0}\left(-G\left(\omega_{\varepsilon}\right)\right)= & \lim _{\varepsilon \rightarrow 0}\left(-\frac{1}{2} \int_{\Omega}\left[\operatorname{div}\left(w_{\varepsilon}\right)\right]^{2} d x-\int_{\Omega} \operatorname{div}\left(\omega_{\varepsilon}\right) \widetilde{f} d x-d \int_{\Omega}\left|w_{\varepsilon}\right| d x\right) \\
= & -\frac{1}{2} \int_{\Omega}(\widetilde{v}-\widetilde{f})^{2} d x-\int_{\Omega}(\widetilde{v}-\widetilde{f}) \widetilde{f} d x-\int_{\Omega}(\widetilde{f}-\widetilde{v}) \widetilde{v} d x \\
& -\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \widetilde{v} d s \\
= & -\frac{1}{2} \int_{\Omega}(\widetilde{v}-\widetilde{f})^{2} d x+\int_{\Omega}(\widetilde{v}-\widetilde{f})^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \widetilde{v} d s \\
= & \frac{1}{2} \int_{\Omega}(\widetilde{v}-\widetilde{f})^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) \widetilde{v} d s .
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left(-G\left(w_{\varepsilon}\right)\right)=J(\widetilde{v})=J(v) \tag{3.27}
\end{equation*}
$$

Lemma 3.2 allows us to write

$$
\begin{equation*}
\sup _{\omega \in H_{\mathrm{div}, \tilde{\tilde{g}}(\Omega)}}(-G(w)) \leq J(v)=\lim _{\varepsilon \rightarrow 0}\left(-G\left(w_{\varepsilon}\right)\right) \tag{3.28}
\end{equation*}
$$

Since

$$
\begin{equation*}
\left.J(v)=\lim _{\varepsilon \rightarrow 0}\left(-G\left(w_{\varepsilon}\right)\right) \leq \sup _{\omega \in H_{\mathrm{div}, \tilde{g}}}(\Omega) \mathrm{G}(w)\right) \tag{3.29}
\end{equation*}
$$

one concludes that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0}\left(-G\left(w_{\varepsilon}\right)\right)=\sup _{\omega \in H_{\mathrm{div}, \tilde{g}}(\Omega)}(-G(w))=J(v) \tag{3.30}
\end{equation*}
$$

Remark 3.5. As consequences of Theorem 3.3. we have the following characterization of the solution $v$ to problem 2.4):

$$
\begin{gather*}
v-\operatorname{div}(\omega)=\widetilde{f} \quad \text { in }\left(H_{D}^{1}(\Omega)\right)^{*} \\
d|\omega|(\Omega)=\int_{\Omega} v(\widetilde{f}-v) d x+\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \tag{3.31}
\end{gather*}
$$

where $w \in\left(\mathcal{M}_{b}(\Omega)\right)^{s}$ is the weak limit of $\left(w_{\varepsilon}\right)_{\varepsilon>0}$, in $\left(\mathcal{M}_{b}(\Omega)\right)^{s}$.
For numerical tests, we need to construct a subset of $H_{\text {div }, \widetilde{g}}(\Omega)$. For that, we introduce the following result.

Lemma 3.6. $\sup \left\{-G(y): y \in H_{\text {div }, \tilde{g}}\right\}=\sup \{\mathcal{G}(\varphi): \varphi \in \mathcal{H}\}$, where $\mathcal{G}(\varphi)=$ $G(\varphi+\nabla Z)$ with $Z$ the variational solution to the Laplace problem 2.5 and

$$
\mathcal{H}=\left\{\varphi \in H_{\operatorname{div}}(\Omega):-\int_{\Omega} \operatorname{div}(\varphi) \xi=\int_{\Omega} \varphi \cdot \nabla \xi, \forall \xi \in H_{D}^{1}(\Omega)\right\}
$$

This lemma can be proved, by the same method given in 11.
Consequently, the dual problem 3.9 is equivalent to

$$
\begin{equation*}
\inf \{G(\phi+\nabla Z): \phi \in \mathcal{H}\} \tag{3.32}
\end{equation*}
$$

To approximate the numerical minimization problem (3.32), we use the finite element method and we make the following assumptions.

- $\Omega$ is an open and bounded subset of $\mathbb{R}^{2}$.
- $T_{h}$ is a regular partition (quadrangulation) of $\bar{\Omega}$ by $N$ disjoint open simplex $\tau$ of diameter no greater than a given real $h$, with $\bar{\Omega}=\cup_{\tau \in T_{h}} \bar{\tau}$.
Let $V_{h}$ be a finite dimensional subspace of $R T_{0}\left(T_{h}\right) \cap \mathcal{H}$ with dimensional equal to $N=N(h)$, with $R T_{0}\left(T_{h}\right)$ the space of lowest-order Raviart-Thomas finite elements (see [6]) defined by

$$
\begin{aligned}
R T_{0}\left(T_{h}\right)= & \left\{q_{h} \in\left(L^{2}(\Omega)\right)^{2}: q_{\tau}^{h}=a_{\tau}+b_{\tau} x, a \in \mathbb{R}^{2}, b \in \mathbb{R}, \forall \tau \in T_{h}\right. \\
& \text { and } \left.\left(q_{\tau}^{h}-q_{\tau^{\prime}}^{h}\right) \cdot \nu_{\partial_{\tau}}=0 \text { on } \partial_{\tau} \cap \partial_{\tau^{\prime}}\right\}
\end{aligned}
$$

where $\nu_{\partial_{\tau}}$ represents the outward unit normal to $\partial_{\tau}$, the boundary of $\tau$.
By $r_{h}$ we denote the interpolation operator onto $V_{h}$ given in [6, Theorem 6.1]. Then, thanks to [6], for all $w \in H_{\text {div }}(\Omega)$, we have

$$
\begin{equation*}
r_{h}(w) \rightarrow w \text { in }\left(L^{2}(\Omega)\right)^{2} \text { and } \operatorname{div}\left(r_{h}(w)\right) \rightarrow \operatorname{div}(\omega) \text { in } L^{2}(\Omega), \text { as } h \rightarrow 0 \tag{3.33}
\end{equation*}
$$

We have the following convergence properties as $h$ tends to 0 .
Theorem 3.7. Let $\widetilde{f} \in L^{2}(\Omega), \widetilde{g} \in L^{2}\left(\Gamma_{N}\right), v$ a solution to the minimization problem (3.4) and $w_{h}$ a solution of the optimization problem

$$
\begin{equation*}
\sup \left\{-\mathcal{G}\left(q_{h}\right): q_{h} \in V_{h}\right\} \tag{3.34}
\end{equation*}
$$

Then, as $h \rightarrow 0$,

$$
\begin{equation*}
\operatorname{div}\left(\omega_{h}\right) \rightarrow v-\tilde{f} \text { in } L^{2}(\Omega) \tag{3.35}
\end{equation*}
$$

and

$$
\begin{equation*}
-\mathcal{G}\left(\omega_{h}\right) \rightarrow \min _{z \in K} J(z)=\frac{1}{2} \int_{\Omega}|v-\widetilde{f}|^{2} d x-\int_{\Gamma_{N}}(\widetilde{g}-\lambda Z) v d s \tag{3.36}
\end{equation*}
$$

The proof of this result is similar to the proof of [11, Theorem 3.8]; therefore, we omit it.

## 4. Numerical simulations

We start by approximating the term $\int_{\tau}\left|q_{h}+\nabla Z\right| d x$ on each element $\tau$ of the partitioning $T_{h}$. We take

$$
\int_{\tau}\left|q_{h}+\nabla Z\right| d x \sim|\tau|\left|q_{h}+\nabla Z\right|\left(P_{\tau}\right)
$$

where $|\tau|$ represents the area of simplex $\tau$ and $\left(P_{\tau}\right)$ is one of the vertices of $\tau$. Using this approximation, at each time $n \times d t, n \in \mathbb{N}$ and $d t$ the time step, the solution of (3.34) is a minimizer of the non-differentiable functional $\mathcal{G}: \mathbb{R}^{s} \rightarrow \mathbb{R}$,

$$
\mathcal{G}\left(w_{h}\right):=\frac{1}{2}\left(A w_{h}, w_{h}\right)+\left(d t f_{h}^{n}+u_{n-1}, \operatorname{div}\left(w_{h}\right)\right)+c(n d t) \sum_{\tau \in T_{h}}|\tau|\left|w_{h}+\nabla Z\right|\left(P_{\tau}\right)
$$

The minimization of the functional $\mathcal{G}$ is done according to the Gauss-Seidel type algorithm which is described in the following way.

- We start the algorithm by the initial vector $q_{0} \in \mathbb{R}^{s}$, for any $k \geq 0$ until convergence;
- we choose a canonical direction $e_{j} \in \mathbb{R}^{s}$ and we find $\rho_{j k}$ minimizing the functional $\phi_{j k}: \mathbb{R} \rightarrow \mathbb{R}$,

$$
G_{h}\left(q_{k}+\rho e_{j}\right),
$$

- we take $q_{k+1}=q_{k}+\omega \rho_{j k} e_{j}$, with $\omega$ over relaxation parameter,
- algorithm is performed until $\left\|q_{k+1}-q_{k}\right\|_{L^{2}(\Omega)} \leq \varepsilon, \varepsilon$ is the convergence criterion. Afterwards, take $w_{h}=q_{k}$.
Knowing a minimizer $w_{h}$, the solution $u_{n}$ of the Euler implicit time discretization of 1.1 is computed by using extremality relation (3.31) in a weak sense with piecewise finite elements $P_{0}$. Here, we study the growing sandpile problem with time evolution that is $c(t)$ which is connected with time. So, we take

$$
c\left(t_{k}\right)=\frac{t_{k}}{T} .
$$

For numerical tests, we consider $\Omega=[-1,1] \times[-1,1], \omega=0.5, N=60, d t=10^{-3}$ and $\varepsilon=10^{-3}$ the convergence criterion. We consider firstly $\Gamma_{N}=\{y \in[-1,1], x=$ $-1\}$ that is we suppose that there exists a wall at the boundary $x=-1$.


Figure 1.
In Figure 1(left), $g$ has the same role as the source. In Figure 1 (right), we take $\lambda=10^{55}$ and we see that for this value the boundary value $g-\lambda Z$ is near zero, that is the reason why the height of the sandpile is very small.

We remark that the two graphs in Figure 2 have the same configuration. This is so because when $g=0$, the solution $Z$ of problem $\sqrt{2.5}$ is zero regardless of the choice of $\lambda$.

It can be seen that two graphs in Figure 2, and the one in Figure 3(right) have the same configuration because for $\lambda$ is very large; the boundary value is similar to the case when $g=0$. For the rest, we consider $\Gamma_{N}=\{y \in[-1,1], x=-1$, and $x=1\}$, that is we suppose that there exist two opposites sides on $x=-1$ and $x=1$.

From Figure 4(left) one sees that $g$ has the same role as the source. One also sees that for $\lambda=10^{70}$, the height of sandpile is very small because for this value, the solution $Z$ of 2.5 goes to zero.

The two graphs in Figure 5 have the same profile because when $g=0$, the solution $Z$ to problem 2.5 is near to zero. Hence, the formation of sandpile depends only on the source $f$.


Figure 2.


$$
f=3, g=2, \lambda=10^{-70}
$$


$f=3, g=2, \lambda=10^{30}$

Figure 3.


$$
f=0, g=40, \lambda=10^{-20}
$$


$f=0, g=40, \lambda=10^{70}$

Figure 4.

The two graphs in Figure 5, and the one in Figure 6(right) are similar because for $f \neq 0, g=0$ and $f \neq 0, g \neq 0$ and $\lambda=10^{60}$ ( $\lambda$ very large), boundary value $g-\lambda Z$ is near to zero.


Figure 5.

$f=5, g=3, \lambda=10^{-45}$


$$
f=5, g=3, \lambda=10^{60}
$$

Figure 6.

Remark 4.1. (1) In the simulations, when the source $f$ is equal to zero and $\lambda$ is very large, it sees that the evolution of the sandpile is very low; i.e., the height of sandpile is near to zero.
(2) When the source $f \neq 0, g \neq 0$ and $\lambda$ is very large $(\lambda \rightarrow \infty)$ we get same sandpile configuration as when $g=0$, regardless of the choice of $\lambda$.
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