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#### Abstract

We investigate a problem with nonlocal integral moment conditions with respect to the time variable for partial differential equation with constant coefficients. We obtain necessary and sufficient conditions for the existence of solutions in the class of periodic functions with respect to the spatial variables. For studying the asymptotic properties of this problem, we use only the partial integration formula and the length of the interval of integration.


## 1. Introduction

Nonlocal conditions for partial differential equations are widely used in mathematical models of many physical, biological and other natural processes. In particular, measuring the weighted average values of the solution is interpreted by integral conditions, while the values at certain points are interpreted by local ones.

In general, the problems with nonlocal conditions are ill-posed in the sense of Hadamard, and are related to the small denominators, in which the Diophantine properties of the problem parameters show up. The metric approach to investigating nonlocal problems in the Sobolev scales and other scales of periodic, almost periodic functions, was used in [10, 16].

The results of studying the problems with integral conditions for partial differential equations are published in various papers (see e.g. [1, 2, 3, 6, 7, 8, 9, 11, 12, [13, 15, 17, 18]).

In this paper, we consider a problem with nonlocal integral moment conditions with respect to the time variable. We study the dependence of the problem solvability on the length of the integration interval in the Sobolev scale of periodic functions with respect to spatial variables.

The problem is formulated in the second section. The existence of a generalized solution is proved in the third section and the characteristic matrix structure with the solution existence is investigated in the fourth section. In the fifth section we examine some examples and indicate some conclusions.
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## 2. Formulation of the problem

In this section, we introduce the domain in which we consider the problem, the partial differential equation and the nonlocal moment conditions, the spaces of periodic functions, and give the definition of a solution as well.

Let $\Omega^{p}$ be a $p$-dimentional torus $(\mathbb{R} / 2 \pi \mathbb{Z})^{p}, Q_{p}=[0, T] \times \Omega^{p}$ be a cylinder, where $p \in \mathbb{N}, 0<T_{0} \leq T \leq T_{1}<+\infty$, and let $t \in[0, T], x=\left(x_{1}, \ldots, x_{p}\right) \in \Omega^{p}, \partial_{t}=\partial / \partial t$, $\partial_{x_{j}}=\partial / \partial x_{j}, \partial_{x}=\left(\partial_{x_{1}}, \ldots, \partial_{x_{p}}\right)$ and $\partial_{x}^{s}=\partial_{x_{1}}^{s_{1}} \cdots \partial_{x_{p}}^{s_{p}}$ for $s=\left(s_{1}, \ldots, s_{p}\right) \in \mathbb{Z}_{+}^{p}$.

In the domain $Q_{p}$, we consider the following nonlocal problem in $t$ variable:

$$
\begin{gather*}
L\left(\partial_{t}, \partial_{x}\right) u \equiv \partial_{t}^{n} u+\sum_{j=1}^{n} A_{j}\left(\partial_{x}\right) \partial_{t}^{n-j} u=0, \quad n \geq 2,  \tag{2.1}\\
\mathcal{M}\left(r_{j} ; u\right) \equiv \int_{0}^{T} \stackrel{r_{j}}{t} u(t, \cdot) d t=\varphi_{j}, \quad j=1, \ldots, n, \tag{2.2}
\end{gather*}
$$

where $A_{j}\left(\partial_{x}\right)=\sum_{|s| \leq j} a_{j s} \partial_{x}^{s}$ are differential expressions with complex coefficients $a_{j s}$, the orders $r_{j}$ of the moments $\mathcal{M}\left(r_{j} ; u\right)$ of the solution $u=u(t, x)$ are nonnegative real numbers, sorted ascending by $r_{1}<\cdots<r_{n}$, and $\stackrel{r_{j}}{t}=t^{r_{j}} / r_{j}$ ! for $j=1, \ldots, n$, and moreover, $r_{j}!=\Gamma\left(r_{j}+1\right)$ is a factorial. The right-hand sides $\varphi_{1}, \ldots, \varphi_{n}$ in conditions 2.2 are given and $2 \pi$-periodic functions.

Assume that there exist such positive numbers $K, R, m, m_{0}, m_{1}$, where $R \geq 1$, that the roots $\mu_{j}=\mu_{j}(k)$ of the algebraic equation

$$
\begin{equation*}
L(-\lambda, i k) \equiv L(i \tilde{k} \mu, i k)=0, \quad \tilde{k}=\sqrt{1+k_{1}^{2}+\cdots+k_{p}^{2}} \tag{2.3}
\end{equation*}
$$

in the case $\tilde{k} \geq K$ have the following properties:

$$
\begin{equation*}
\left|e^{-i \tilde{k} \mu_{j}(k) T}\right| \leq R, \quad 0<m_{0} \leq\left|\mu_{j}(k)\right| \leq m_{1}<+\infty, \quad\left|\mu_{\alpha}(k)-\mu_{\beta}(k)\right| \geq m>0 \tag{2.4}
\end{equation*}
$$

Also we denote

$$
\begin{equation*}
\lambda_{j}=\lambda_{j}(k)=-i \tilde{k} \mu_{j}(k), \quad j=1, \ldots, n \tag{2.5}
\end{equation*}
$$

The numbers $m=m(\vec{a}), R=R(\vec{a})$ and $m_{1}=m_{1}(\vec{a})$ exist for a strictly hyperbolic equation ( $m$ is the hyperbolicity constant), and for an arbitrary vector of coefficients $\vec{a}=\left(a_{j s} ; j=1, \ldots, n,|s| \leq j\right)$ respectively. Additionally, in conditions (2.4), we only assume the existence of a positive number $m_{0}=m_{0}(\vec{a})$ (the last condition could be weakened by multiplying the constant $m_{0}$ by the function $\tilde{k}^{-\gamma}$ of the vector $k$, where $0<\gamma<1$ ).

Let $H$ be a space of $2 \pi$-periodic trigonometric polynomials (the space of test functions), and $H^{\prime}$ be its adjoint space of generalized function (formal trigonometric series).

Let $H_{q}=H_{q}\left(\Omega^{p}\right)$ be a Sobolev space of $2 \pi$-periodic in $x_{1}, \ldots, x_{p}$ functions $v(x)=\sum_{k \in \mathbb{Z}^{p}} v_{k} e^{i k \cdot x}$, which is formed by complementing the $H$ space by the norm

$$
\left\|v ; H_{q}\right\|=\left(\sum_{k \in \mathbb{Z}^{p}} \tilde{k}^{2 q}\left|v_{k}\right|^{2}\right)^{1 / 2}, \quad k \cdot x=k_{1} x_{1}+\cdots+k_{p} x_{p}
$$

The embedding $H \subset H_{q} \subset H^{\prime}$ of spaces $H, H_{q}$ and $H^{\prime}$ is continuous for all $q \in \mathbb{R}$.
Denote by $H_{q}^{n}=H_{q}^{n}\left(Q_{p}\right)$ a Banach space of functions $u=u(t, x)$ such that $\partial_{t}^{j} u \in$ $C\left([0, T] ; H_{q-j}\right)$ for $j=1, \ldots, n$ and $\left\|u ; H_{q}^{n}\right\|^{2}=\sum_{j=0}^{n} \max _{t \in[0, T]}\left\|\partial_{t}^{j} u(t, \cdot) ; H_{q-j}\right\|^{2}$.

Definition 2.1. An element $u \in C^{n}\left([0, T] ; H^{\prime}\right)$ is called a generalized solution of problem 2.1 , 2.2) if it satisfies on time interval $(0, T)$ the differential equation 2.1 and the nonlocal conditions 2.2 in the space $H^{\prime}$.

Definition 2.2. A generalized solution of problem 2.1), 2.2) is called a solution, if it belongs to the space $H_{q}^{n}$.

It follows from the definition 2.2 that the condition $\left\{\varphi_{1}, \ldots, \varphi_{n}\right\} \subset H_{q}$ is the necessary condition of existence of solution $u$ of problem $2.1,, 2.2$, for which the following estimation is true:

$$
\left\|\varphi_{j} ; H_{q}\right\| \leq \stackrel{r_{1}+1}{T}\left\|u ; H_{q}^{n}\right\|, \quad j=1, \ldots, n
$$

The problem 2.1), 2.2 is considered in the scale $\left\{H_{q}\right\}_{q \in \mathbb{R}}$, i.e. $\varphi_{j}$ and $u(t, \cdot)$ belong to this scale for all $j=1, \ldots, n$ and $t \in[0, T]$, and is ill-posed in the sense of Hadamard [10, 16] in this scale (as well as in other scales).

## 3. Existence of a generalized solution

In this section, we are introduce notations, formulate and prove the theorem of existence of generalized solutions of problem (2.1), 2.2). Also, we give the representation of these solutions. Let us assume that

$$
\Lambda_{k}=\operatorname{diag}\left(I_{n_{1}} \lambda_{1}+N_{n_{1}}, \ldots, I_{n_{l}} \lambda_{l}+N_{n_{l}}\right)
$$

where $\lambda_{1} \ldots, \lambda_{l}$ are roots of equation 2.3) of respective multiplicities $n_{1}, \ldots, n_{l}$ $\left(n_{1}+\cdots+n_{l}=n\right) ; I_{n_{j}}$ is an $n_{j}$-th order identity matrix; $N_{n_{j}}$ is a nilpotent matrix of the form $N_{n_{j}}=\left(\begin{array}{cc}0 & I_{n_{j}-1} \\ 0 & 0\end{array}\right), N_{1}=0 ; \mathbf{1}_{k}$ is a block row vector whose blocks are the first rows of matrices $I_{n_{1}}, \ldots, I_{n_{l}}$.

Then elements of vector

$$
\begin{equation*}
E_{k}(t)=T^{n-1} \mathbf{1}_{k} \Lambda_{k}^{n} e^{(T-t) \Lambda_{k}} \tag{3.1}
\end{equation*}
$$

form a fundamental system of solutions of the differential equation

$$
L(d / d t, i k) u_{k}=0
$$

From formula (3.1), when $\tilde{k} \geq K$, we have $\mathbf{1}_{k}=(1, \ldots, 1)$, and

$$
E_{k}(t)=\left(T^{n-1} \lambda_{1}^{n} e^{(T-t) \lambda_{1}}, \ldots, T^{n-1} \lambda_{n}^{n} e^{(T-t) \lambda_{n}}\right), \quad \Lambda_{k}=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)
$$

Denote the characteristic matrices of problem (2.1), 2.2 by $M_{k}$, where $k \in \mathbb{Z}^{p}$, and $M_{k}^{-}$are pseudoinverse matrices to them [14, p. 428]. Then

$$
\begin{equation*}
M_{k}=\operatorname{col}\left(\mathcal{M}\left(r_{1} ; E_{k}\right), \ldots, \mathcal{M}\left(r_{n} ; E_{k}\right)\right) \tag{3.2}
\end{equation*}
$$

and $M_{k}^{-}=M_{k}^{-1}$ for a non-degenerate matrix $M_{k}$, where the moments $\mathcal{M}(\cdot ; \cdot \cdot)$ are defined by formula 2.2 .

Let the projectors $P$ and $Q$ act in the scale $\left\{H_{q}\right\}_{q \in \mathbb{R}}$ onto the vector-functions $v=\sum_{k \in \mathbb{Z}^{p}} v_{k} e^{i k \cdot x}$, whose components $v_{k}$ belong to $\mathbb{C}^{n}$, as follows:

$$
\begin{align*}
& P v=\sum_{k \in \mathbb{Z}^{p}} P_{k} v_{k} e^{i k \cdot x} \equiv \sum_{k: \operatorname{det} M_{k}=0} P_{k} v_{k} e^{i k \cdot x}+\sum_{k: \operatorname{det} M_{k} \neq 0} v_{k} e^{i k \cdot x},  \tag{3.3}\\
& Q v=\sum_{k \in \mathbb{Z}^{p}} Q_{k} v_{k} e^{i k \cdot x} \equiv \sum_{k: \operatorname{det} M_{k}=0} Q_{k} v_{k} e^{i k \cdot x}+\sum_{k: \operatorname{det} M_{k} \neq 0} v_{k} e^{i k \cdot x}, \tag{3.4}
\end{align*}
$$

where $P_{k}=M_{k}^{-} M_{k}$ and $Q_{k}=M_{k} M_{k}^{-}$are projectors in the $\mathbb{C}^{n}$ space.

Now we shall state the theorem of existence of generalized solution of problem (2.1), 2.2), which is true for an arbitrary vector of coefficients $\vec{a}$.

Theorem 3.1. The generalized solution of problem (2.1), (2.2) exists if and only if the orthogonality condition $(I-Q) \varphi=(I-Q) \operatorname{col}\left(\varphi_{1}, \ldots, \varphi_{n}\right)=0$ is satisfied. One can be represented by the following formula:

$$
\begin{equation*}
u=\sum_{k \in \mathbb{Z}^{p}} E_{k}(t) M_{k}^{-} \hat{\varphi}_{k} e^{i k \cdot x}+\sum_{k \in \mathbb{Z}^{p}} E_{k}(t)((I-P) U)_{k} e^{i k \cdot x} \tag{3.5}
\end{equation*}
$$

where $U=\operatorname{col}\left(U_{1}, \ldots, U_{n}\right)$ is an arbitrary vector whose components belong to the space $H^{\prime}$, and $\hat{\varphi}_{k}$ and $((I-P) U)_{k}$ are the Fourier coefficients of the vectorfunctions $\varphi$ and $(I-P) U$.
Proof. Since the solution of problem 2.1, 2.2 has the form $u=\sum_{k \in \mathbb{Z}^{p}} u_{k} e^{i k \cdot x}$, the function $u_{k}=u_{k}(t)$ is a solution of the problem

$$
\begin{equation*}
L(d / d t, i k) u_{k}=0, \quad \mathcal{M}\left(r_{j} ; u_{k}\right)=\varphi_{j k}, \quad j=1, \ldots, n \tag{3.6}
\end{equation*}
$$

If $C_{k} \in \mathbb{C}^{n}$ are arbitrary vectors, then, from the general solution $u_{k}=E_{k}(t) C_{k}$ of the equation $L(d / d t, i k) u_{k}=0$ in case $M_{k} C_{k}=\hat{\varphi}_{k}$, we obtain the solution of problem 3.6).

It is known [14, p. 436], that the general solution of the latter system of linear algebraic equations is given by the formula $C_{k}=M_{k}^{-} \hat{\varphi}_{k}+\left(I-P_{k}\right) U_{k}$. In particular, in the case $\operatorname{det} M_{k} \neq 0$, it is the unique solution $C_{k}=M_{k}^{-1} \hat{\varphi}_{k}$. Substituting the calculated $C_{k}$ value into the formula for $u_{k}$, and $u_{k}$ into the formula for $u$, we obtain the solution 3.5).

Let us introduce in the space $H^{\prime}$ the projector $\Pi(\mathcal{Z})$, where $\mathcal{Z}$ is an arbitrary subset of $\mathbb{Z}^{p}$, acting onto the element $\varphi=\sum_{k \in \mathbb{Z}^{p}} \varphi_{k} e^{i k \cdot x}$ by the formula

$$
\Pi(\mathcal{Z}) \varphi=\sum_{k \in \mathcal{Z}} \varphi_{k} e^{i k \cdot x}
$$

If $\mathcal{Z}$ is a finite set, then the element $\Pi(\mathcal{Z}) \varphi$ is a polynomial for each function $\varphi$ from the space $H^{\prime}$, i.e. $H^{\prime} \xrightarrow{\Pi(\mathcal{Z})} H$.

Let $\mathcal{K}_{0} \equiv \mathcal{K}_{0}(T)=\left\{k \in \mathbb{Z}^{p}: \operatorname{det} M_{k}=0\right\}$, and $\overline{\mathcal{K}}_{0}=\mathbb{Z}^{p} \backslash \mathcal{K}_{0}$ be the complement to the set $\mathcal{K}_{0}$. Then, the formula 3.5 could be written as

$$
\begin{align*}
u & \equiv \Pi\left(\mathcal{K}_{0}\right) u+\Pi\left(\overline{\mathcal{K}}_{0}\right) u \\
& =\sum_{k \in \mathcal{K}_{0}} E_{k}(t)\left(M_{k}^{-} \hat{\varphi}_{k}+\left(I-P_{k}\right) U_{k}\right) e^{i k \cdot x}+\sum_{k \in \overline{\mathcal{K}}_{0}} E_{k}(t) M_{k}^{-1} \hat{\varphi}_{k} e^{i k \cdot x} \tag{3.7}
\end{align*}
$$

which implies the following obvious consequences.
Corollary 3.2. The null space of problem (2.1), 2.2) in the space $C^{n}\left([0, T] ; H^{\prime}\right)$ consists of elements

$$
\begin{equation*}
u=\sum_{k \in \mathcal{K}_{0}} E_{k}(t)\left(I-P_{k}\right) U_{k} e^{i k \cdot x} \tag{3.8}
\end{equation*}
$$

where $U_{k}$ are arbitrary vectors from $\mathbb{C}^{n}$.
Corollary 3.3. Problem (2.1), 2.2) is a Fredholm problem if and only if the set $\mathcal{K}_{0}$ is finite. In this case, the null space of the problem has a finite dimension, that is equal to $\sum_{k \in \mathcal{K}_{0}} \operatorname{rank}\left(I-P_{k}\right)$, where $\operatorname{rank}\left(I-P_{k}\right)$ is the rank of the matrix $I-P_{k}$.

Corollary 3.4. If $\mathcal{K}_{0}=\emptyset$, i.e. $\operatorname{det} M_{k} \neq 0$ for all $k \in \mathbb{Z}^{p}$, then the generalized solution of problem (2.1), 2.2 is unique and has the form

$$
\begin{equation*}
u=\sum_{k \in \mathbb{Z}^{p}} E_{k}(t) M_{k}^{-1} \hat{\varphi}_{k} e^{i k \cdot x} \tag{3.9}
\end{equation*}
$$

The inverse statement is also true: the uniqueness implies that the set $\mathcal{K}_{0}$ is empty.

## 4. Structure of characteristic matrices. Existence of solutions

For estimating the functions $u_{k}=u_{k}(t)$, let us investigate the structure of $M_{k}$ matrices, determine the existence of inverse matrices $M_{k}^{-1}$ and find their structure.

If $r_{1} \geq n$, then integrating by parts $n$ times allows us to write the formula

$$
\mathcal{M}\left(r_{j} ; E_{k}\right)=\mathcal{M}\left(r_{j}-n ; E_{k}\right) \Lambda_{k}^{-n}-T^{n-1} \mathbf{1}_{k} \sum_{\alpha=0}^{n-1}{ }^{r_{j}-\alpha} T \Lambda_{k}^{n-\alpha-1}, \quad j=1, \ldots, n
$$

In matrix form, denoted $\vec{\lambda}(k)=\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with $\lambda_{\alpha} \neq \lambda_{\beta}$ for $\alpha \neq \beta, \alpha \leq l, \beta \leq l$ $(l=l(k) \leq n)$, we obtain

$$
\begin{equation*}
M_{k}=M_{k n}-T^{n-1} W^{\top}\left[\stackrel{r_{1}}{T}, \ldots, \stackrel{r_{n}}{T}\right] J W(\vec{\lambda}(k)) \tag{4.1}
\end{equation*}
$$

where $W\left[f_{1}, \ldots, f_{n}\right]$ is the Wronski matrix $\left(f_{j}^{(i-1)}\right)_{i, j=1, \ldots, n}$ of the system of functions $f_{j}, W(\vec{\lambda})$ is the Vandermonde matrix $\operatorname{col}\left(\mathbf{1}_{k}, \mathbf{1}_{k} \Lambda_{k}, \ldots, \mathbf{1}_{k} \Lambda_{k}^{n-1}\right)$ with generators $\lambda_{1}, \ldots, \lambda_{l}$ of multiplicities $n_{1}, \ldots, n_{l}$ (if $l=n$, then $\left.W(\vec{\lambda})=\left(\lambda_{j}^{i-1}\right)_{i, j=1, \ldots, n}\right)$, the antidiagonal matrix $J=\left(\delta_{i, n+1-j}\right)_{i, j=1, \ldots, n}$ is formed of Kronecker delta $\delta_{i j}$ symbols, $W^{\top}$ is a transpose matrix to $W$, and the matrix

$$
M_{k n} \equiv \operatorname{col}\left(\mathcal{M}\left(r_{1}-n ; E_{k}\right), \ldots, \mathcal{M}\left(r_{n}-n ; E_{k}\right)\right) \Lambda_{k}^{-n}
$$

has following form

$$
M_{k n}=T^{n-1} \operatorname{col}\left(\mathbf{1}_{k} \mathcal{M}\left(r_{1}-n ; e^{(T-t) \Lambda_{1}}\right), \ldots, \mathbf{1}_{k} \mathcal{M}\left(r_{n}-n ; e^{(T-t) \Lambda_{n}}\right)\right)
$$

Let $S_{1}=\left(\left\{\begin{array}{l}i-1 \\ j-1\end{array}\right\}\right)_{i, j=1, \ldots, n}$ and $S_{2}=\left((-1)^{i-j}\left[\begin{array}{c}i-1 \\ j-1\end{array}\right]\right)_{i, j=1, \ldots, n}$ be the matrices of Stirling numbers of the first $\left\{\begin{array}{l}i \\ j\end{array}\right\}$ and the second $\left[\begin{array}{l}i \\ j\end{array}\right]$ kind respectively. Thus, $S_{1} S_{2}=I_{n}$, and from the formula (6.13) in [4, p. 263] we have

$$
W\left[\stackrel{r_{1}}{T}, \ldots, \stackrel{r_{n}}{T}\right]=\operatorname{diag}\left(T^{1-j}\right)_{j=1, \ldots, n} S_{2} W(\vec{r}) \operatorname{diag}\left(\stackrel{r_{j}}{T}\right)_{j=1, \ldots, n}
$$

Based on the latter, and 4.1, we obtain the factorization

$$
\begin{equation*}
\operatorname{diag}\left(1 / \stackrel{r_{j}}{T}\right)_{j=1, \ldots, n} M_{k}=-W^{\top}(\vec{r}) S_{2}^{\top}\left(I_{n}-H\right) J W(T \vec{\lambda}(k)) \tag{4.2}
\end{equation*}
$$

where we denote $W^{-\top}=\left(W^{\top}\right)^{-1}=\left(W^{-1}\right)^{\top}$ and

$$
\begin{equation*}
H=S_{1}^{\top} W^{-\top}(\vec{r}) \operatorname{diag}\left(1 / \stackrel{r_{j}}{T}\right)_{j=1, \ldots, n} M_{k n} W^{-1}(T \vec{\lambda}(k)) J \tag{4.3}
\end{equation*}
$$

For the matrix $B=\left(b_{i j}\right)_{i, j=1, \ldots, n}$, denote by $\|B\|_{\infty}=\max _{i=1, \ldots, n} \sum_{j=1}^{n}\left|b_{i j}\right|$ the matrix $\infty$-norm [5, p. 108, 109], then $\left\|B^{\top}\right\|_{\infty} \leq n\|B\|_{\infty}$.

Based on the formula $\left\{\begin{array}{l}i \\ j\end{array}\right\}=j\left\{\begin{array}{c}i-1 \\ j\end{array}\right\}+\left\{\begin{array}{c}i-1 \\ j-1\end{array}\right\}$ from [20, p. 259], we obtain for matrix $S_{1}$ the estimation $\left\|S_{1}\right\|_{\infty} \leq n!$; and basing on formula (22.3) from [5, p. 417], we estimate the norm of the Vandermonde matrix:

$$
\left\|W^{-1}(\vec{r})\right\|_{\infty} \leq \max _{i=1, \ldots, n} \prod_{j \neq i, j=1}^{n} \frac{1+r_{j}}{\left|r_{i}-r_{j}\right|}
$$

Thus, the multipliers of the matrix $H$ in the case when $\tilde{k} \geq K$, and the condition (2.4) is true, have the following estimates:

$$
\begin{gathered}
\left\|S_{1}^{\top}\right\|_{\infty} \leq n \cdot n!, \\
\left\|W^{-\top}(\vec{r})\right\|_{\infty} \leq n\left\|W^{-1}(\vec{r})\right\|_{\infty}<\prod_{j=1}^{n}\left(1+r_{j}\right) \equiv R_{1}<\infty \\
\left\|W^{-1}(T \vec{\lambda}(k))\right\|_{\infty} \leq\left\|W^{-1}(-i T \vec{\mu}(k))\right\|_{\infty} \cdot\left\|\operatorname{diag}\left(\tilde{k}^{1-j}\right)_{j=1, \ldots, n}\right\|_{\infty} \\
=\left\|W^{-1}(-i T \vec{\mu}(k))\right\|_{\infty}<\left(\frac{1+m_{1} T}{m T}\right)^{n-1} \\
\leq\left(\frac{1+m_{1} T_{0}}{m T_{0}}\right)^{n-1} \equiv R_{2}<\infty
\end{gathered}
$$

Taking into account $\|J\|_{\infty}=1$, by formula (4.3), we establish the inequality

$$
\|H\|_{\infty} \leq n \cdot n!R_{1} R_{2}\left\|\operatorname{diag}\left(1 / \stackrel{r}{j}_{T}^{T}\right)_{j=1, \ldots, n} W_{k n}\right\|_{\infty}
$$

Taking into account $\left|\mathcal{M}\left(r_{j} ; e^{(T-t) \lambda_{\alpha}}\right)\right| \leq R T_{T}^{r_{j}+1}$, we estimate the elements of $\mathcal{M}\left(r_{j}-n ; e^{(T-t) \lambda_{\alpha}}\right) / \stackrel{r_{j}}{T}$, placed in the $j$-th row of the matrix $\operatorname{diag}\left(1 / \stackrel{r_{j}}{T}\right)_{j=1, \ldots, n} W_{k n}$ :

$$
\left|\mathcal{M}\left(r_{j}-n ; e^{(T-t) \lambda_{\alpha}}\right) / \stackrel{r_{j}}{T}\right| \leq \frac{\mathcal{M}\left(r_{j}-n-1 ; 1\right)+R^{r_{j}-n} T}{\tilde{k}\left|\mu_{\alpha}\right| T} \leq \frac{2 R \tilde{k}^{-1} r_{j}!}{m_{0} T_{0}^{n}\left(r_{j}-n\right)!}
$$

From this, we obtain

$$
\left\|\operatorname{diag}\left(1 / \stackrel{r_{j}}{T}\right)_{j=1, \ldots, n} M_{k n}\right\|_{\infty} \leq \frac{2 n R \tilde{k}^{-1} r_{n}!}{m_{0} T_{0}^{n}\left(r_{n}-n\right)!} \equiv 2 n \tilde{k}^{-1} R R_{3}<\infty
$$

Therefore, if $k \in \mathcal{K}_{1}$, where $\overline{\mathcal{K}}_{1}$ is a finite set, and

$$
\begin{equation*}
\mathcal{K}_{1} \equiv\left\{k \in \mathbb{Z}^{p}: \tilde{k} \geq K_{1}=\max \left(K, 4 n^{2} n!R R_{1} R_{2} R_{3}\right)\right\} \tag{4.4}
\end{equation*}
$$

then it holds the inequality

$$
\|H\|_{\infty} \leq 2 n^{2} \tilde{k}^{-1} n!R R_{1} R_{2} R_{3} \leq 1 / 2
$$

thus for such vectors $k$ there exist the matrices $\left(I_{n}-H\right)^{-1}$ and $M_{k}^{-1}$, in particular, $\left\|\left(I_{n}-H\right)^{-1}\right\|_{\infty} \leq 2$ and

$$
\begin{align*}
& \left\|\left(\operatorname{diag}\left(1 / \stackrel{r_{j}}{T}\right)_{j=1, \ldots, n} M_{k}\right)^{-1}\right\|_{\infty} \\
& =\left\|W(T \vec{\lambda}(k))^{-1} J\left(I_{n}-H\right)^{-1} S_{1}^{\top} W^{-\top}(\vec{r})\right\|_{\infty}  \tag{4.5}\\
& \leq\left\|W(T \vec{\lambda}(k))^{-1}\right\|_{\infty}\left\|\left(I_{n}-H\right)^{-1}\right\|_{\infty}\left\|S_{1}^{\top}\right\|_{\infty}\left\|W^{-\top}(\vec{r})\right\|_{\infty} \\
& \leq 2 n^{2} n!R_{1} R_{2}
\end{align*}
$$

Theorem 4.1. Let $\left\{\varphi_{1}, \ldots, \varphi_{n}\right\} \subset H_{q+n}$, the fixed vector $\vec{a}$ of coefficients of differential equation (2.1) satisfy conditions (2.4), and $r_{1} \geq n$. Denote $\mathcal{T}_{0}$ be a set of numbers $T \in\left[T_{0}, T_{1}\right]$, for which $\operatorname{det} M_{k}=0$ at least for one $k \in \overline{\mathcal{K}}_{1}$, where $\mathcal{K}_{1}$ is defined by 4.4. Then, $\mathcal{T}_{0}$ is a finite set, and for each $T \in\left[T_{0}, T_{1}\right] \backslash \mathcal{T}_{0}$ in the space $H_{q}^{n}$ there exist a unique solution (3.9) of problem 2.1], 2.2), and for each $T \in \mathcal{T}_{0}$ if $(I-Q) \varphi=0$, then exist a unique, accurate within the polynomial $\Pi\left(\overline{\mathcal{K}}_{1}\right) u$, solution (3.7), where

$$
\begin{align*}
\Pi\left(\overline{\mathcal{K}}_{1}\right) u= & \sum_{k \in \mathcal{K}_{0}(T)} E_{k}(t)\left(M_{k}^{-} \hat{\varphi}_{k}+\left(I-P_{k}\right) U_{k}\right) e^{i k \cdot x} \\
& +\sum_{k \in \overline{\mathcal{K}}_{1} \backslash \mathcal{K}_{0}(T)} E_{k}(t) M_{k}^{-1} \hat{\varphi}_{k} e^{i k \cdot x} \tag{4.6}
\end{align*}
$$

For these solutions, the following estimate holds:

$$
\begin{equation*}
\left\|\Pi\left(\mathcal{K}_{1}\right) u ; H_{q}^{n}\right\|^{2} \leq n \frac{R_{4}^{2}}{T^{2}} \sum_{\alpha=1}^{n} \frac{\left(r_{\alpha}!\right)^{2}}{T^{2\left(r_{\alpha}-n\right)}}\left\|\Pi\left(\mathcal{K}_{1}\right) \varphi_{\alpha} ; H_{q+n}\right\|^{2} \tag{4.7}
\end{equation*}
$$

where $R_{4}=2 n^{2} n!\frac{m_{1}^{n} R R_{1} R_{2}}{\left(\sum_{j=0}^{n} m_{1}^{2 j}\right)^{-1 / 2}}, R_{1}=\prod_{j=1}^{n}\left(1+r_{j}\right) R_{2}=\left(m_{1} / m+1 / m T_{0}\right)^{n-1}$.
Proof. The finiteness of the set $\mathcal{T}_{0}$ follows from the finiteness of the set of zeros of the entire function $\operatorname{det} M_{k} \equiv \operatorname{det} M_{k}(T)$ on the finite interval $\left[T_{0}, T_{1}\right]$, where $k \in \overline{\mathcal{K}}_{1}$, and from the finiteness of the set $\overline{\mathcal{K}}_{1}$.

If $T \in\left[T_{0}, T_{1}\right] \backslash \mathcal{T}_{0}$, then $\mathcal{K}_{0}=\emptyset$ and, by corollary 3.4, there exist a unique solution of the problem 2.1), 2.2 of the form 3.9 in the space $C^{n}\left([0, T] ; H^{\prime}\right)$, and

$$
\max _{t \in[0, T]}\left|u_{k}^{(\alpha)}(t)\right|^{2} \leq \max _{t \in[0, T]}\left\|E_{k}^{(\alpha)}(t)\right\|^{2}\left\|\left(\operatorname{diag}\left(1 / \stackrel{r_{j}}{T}\right)_{j=1, \ldots, n} M_{k}\right)^{-1}\right\|^{2} \sum_{\beta=1}^{n}\left|\varphi_{\beta k} / \stackrel{r_{\beta}}{T}\right|^{2}
$$

where, for the vectors $k \in \mathcal{K}_{1}$ we have

$$
\begin{aligned}
\max _{t \in[0, T]}\left\|E_{k}^{(\alpha)}(t)\right\|^{2} & =T^{2(n-1)} \max _{t \in[0, T]} \sum_{j=1}^{n}\left|\lambda_{j}^{2}\right|^{n+\alpha}\left|e^{2(T-t) \lambda_{j}}\right| \\
& \leq n T^{2(n-1)} R^{2}\left(\tilde{k} m_{1}\right)^{2(n+\alpha)}
\end{aligned}
$$

Based on these estimates, and the estimate 4.5), we conclude the inequalities

$$
\tilde{k}^{2(q-j)} \max _{t \in[0, T]}\left|u_{k}^{(j)}(t)\right|^{2} \leq n\left(2 n^{2} n!m_{1}^{n+j} R R_{1} R_{2}\right)^{2} \sum_{\alpha=1}^{n}\left|T^{n-1} \tilde{k}^{q+n} \varphi_{\alpha k} / r_{\alpha}^{r_{\alpha}}\right|^{2}
$$

for $j=0,1, \ldots, n$, which imply formula 4.7.
In case when $T \in \mathcal{T}_{0}$, then $\mathcal{K}_{0}$ is a finite non-empty set, and problem 2.1), 2.2 has a non-trivial finite-dimensional null space described by formula 4.6), where we assume $\varphi=0$. Formula 4.7) follows of formula 3.7.

## 5. Examples

Let $n=2$ and problem 2.1, 2.2 be as follows:

$$
\begin{equation*}
\partial_{t} u=\Delta u-u, \quad \mathcal{M}\left(r_{1} ; u\right)=\varphi_{1}, \quad \mathcal{M}\left(r_{2} ; u\right)=\varphi_{2} \tag{5.1}
\end{equation*}
$$

where $\Delta=\sum_{j=1}^{p} \partial_{x_{j}}^{2}$ is the Laplace operator.

Then $\mu_{1}(k)=-\mu_{2}(k)=1$ and the assumption 2.4 is true for such values $K=R=m_{0}=m_{1}=1$ and $m=2$. Provided $r_{2}>r_{1} \geq 2$, theorem 4.1) holds.

Since $R_{1}=\left(r_{1}+1\right)\left(r_{2}+1\right), R_{2}=1 / 2+1 / 2 T_{0}, R_{3}=\left(r_{2}-1\right) r_{2} / T_{0}^{2}$, we conclude that
$K_{1}=\max \left(1,16\left(r_{1}+1\right)\left(r_{2}^{2}-1\right) r_{2} \frac{1+T_{0}}{T_{0}^{3}}\right) \quad$ and $\quad R_{4}=8 \sqrt{3}\left(r_{1}+1\right)\left(r_{2}+1\right) \frac{1+T_{0}}{T_{0}}$
in formulas 4.4 and 4.7 respectively.
The example of another (ill-posed) problem is problem (5.1), in which the vector of moment orders does not meet the condition $r_{1} \geq 2$ and is defined by the formula $\left(r_{1}, r_{2}\right)=(0,1)$.

The characteristic matrix $M_{k}$ is determined by the formula

$$
M_{k}=2 i T\left(\begin{array}{cc}
i \tilde{k} e^{-i \theta_{k}} \sin \theta_{k} & i \tilde{k} e^{i \theta_{k}} \sin \theta_{k} \\
e^{-i \theta_{k}} \sin \theta_{k}-\theta_{k} & \theta_{k}-e^{i \theta_{k}} \sin \theta_{k}
\end{array}\right)
$$

moreover $\operatorname{det} M_{k}=i 8 \tilde{k} T^{2}\left(\sin \theta_{k}-\theta_{k} \cos \theta_{k}\right) \sin \theta_{k}$, where $\theta_{k}=\tilde{k} T / 2$.
Let $\varphi_{1}=0, \varphi_{2}(x)=\sum_{k \in \mathbb{Z}^{p}} \varphi_{2 k} e^{i k \cdot x}$ and the following condition holds:

$$
\sin \theta_{k}\left(\sin \theta_{k}-\theta_{k} \cos \theta_{k}\right) \neq 0, \quad k \in \mathbb{Z}^{p}
$$

then this problem has a unique generalized solution

$$
u=\sum_{k \in \mathbb{Z}^{p}} \frac{\sin \tilde{k}(t-T / 2)}{\sin \tilde{k} T / 2-(\tilde{k} T / 2) \cos \tilde{k} T / 2} \frac{\tilde{k}^{2}}{2} \varphi_{2 k} e^{i x \cdot k} .
$$

The subsequences of denominators $\sin \tilde{k} T / 2-(\tilde{k} T / 2) \cos \tilde{k} T / 2$ of the solution tend to zero ultrafast for certain values of $T$, so for such values of $T$ the solution does not belong to any space from the scale $\left\{H_{q}^{n}\left(Q_{p}\right)\right\}_{q \in \mathbb{R}}$, or another given scale.

Conclusions. We establish the conditions of unique solvability of the problem with nonlocal integral conditions in the form of moments for hyperbolic type partial differential equations in the space of generalized periodic functions and in the scale of Sobolev spaces of periodic functions with respect to spatial variables. This problem is ill-posed in the sense of Hadamard in case of small values of the moment orders, and, in the case when the moment orders are greater than the order of differential equation, the problem is well-posed with loss of derivatives. A similar result was previously obtained by the authors for the problem with integral boundary conditions for the system of Lame equations in the spaces of almost periodic function with respect to spatial variables.

We also investigate the pattern of dependence of the solution norm on the problem parameters. We also consider the issue of Fredholmity of the problem, and also determine the form of elements of its null space.
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