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#### Abstract

In this article, we propose a general normal form to prove the persistence and the Gevrey-smoothness of lower dimensional elliptic invariant tori of nearly integrable symplectic mappings under the Rüssmann non-degeneracy condition. Our results generalize the ones presented in the literature.


## 1. Introduction

The KAM theory for nearly integrable Hamiltonian systems has been developed extensively in the past decades (KAM theory was named after Andrey Kolmogorov, Vladimir Arnold and Jrgen Moser). Studies under different non-degeneracy conditions [1, 2, 6] generate various KAM theorems, among which the non-degeneracy condition proposed by Rüssmann [22, 23] sounds very useful and weaker. In the KAM theory, the regularity of KAM invariant tori is an important issue to consider, since small divisor may usually cause the loss of smoothness. Pöschel [18] proved that the persisting invariant tori are $\mathrm{C}^{\infty}$-smooth in the frequency parameter. Later Popov [20 obtained the Gevrey-smoothness of invariant tori in their frequencies under the Kolmogorov non-degeneracy condition. Xu and You [29] extended this result to the case of the Rüssmann non-degeneracy condition. Zhang and Xu [30, 31] investigated the elliptic lower dimensional tori for Gevrey-smooth Hamiltonian systems under Rüssmann's non-degeneracy condition.

In addition to Hamiltonian systems, KAM theorems for mappings [4, 5, 8, 9, 10, 22, 27, 3, 7 h have been proven ever since Moser's well known work [14, 15] on area-preserving mappings. As we have seen, many profound results for Hamiltonian systems can be generalized to symplectic mappings since the latter are discrete Hamiltonian systems. This is one of main motivations of our studies on the Gevrey-smoothness of elliptic lower dimensional KAM invariant tori for symplectic mappings.

Despite the fact that some results in symplectic mappings can be extended to Hamiltonian systems, there are still critical differences between symplectic mappings and Hamiltonian systems. Normal form is crucial for the study of the resonance relation between tangential frequencies and normal frequencies. Unlike the

[^0]normal form in Hamiltonian systems which is unique, for symplectic mappings there is not a unique standard normal form and in some cases is not easy to be discovered. Even if the normal form can be discovered, it can cause much difficulty in the KAM iteration. Moreover, symplectic mappings are determined implicitly by the generating functions, which makes the KAM estimates more complicated.

Recently, Lu et al 7 found a normal form for the elliptic lower dimensional tori to prove the persistence of the invariant tori. In this article, we provide a more generic normal form to study the persistence and Gevrey-smoothness of KAM tori, which is parameter-dependent under the Rüssmann non-degeneracy condition

Consider a family of parameterized symplectic mappings

$$
\Phi:(x, u, y, v) \in \mathbb{T}^{n} \times \mathcal{W} \times \mathcal{O} \times \mathcal{W} \rightarrow(\hat{x}, \hat{u}, \hat{y}, \hat{v}) \in \mathbb{T}^{n} \times \mathbb{R}^{m} \times \mathbb{R}^{n} \times \mathbb{R}^{m}
$$

which is implicitly defined by a generating function

$$
\begin{equation*}
H(x, u, \hat{y}, \hat{v} ; \xi)=N+P \tag{1.1}
\end{equation*}
$$

with

$$
\begin{array}{ll}
\hat{x}=\partial_{\hat{y}} H(x, u, \hat{y}, \hat{v} ; \xi), & y=\partial_{x} H(x, u, \hat{y}, \hat{v} ; \xi),  \tag{1.2}\\
\hat{u}=\partial_{\hat{v}} H(x, u, \hat{y}, \hat{v} ; \xi), & v=\partial_{u} H(x, u, \hat{y}, \hat{v} ; \xi),
\end{array}
$$

where

$$
\begin{equation*}
N(x, u, \hat{y}, \hat{v} ; \xi)=\langle x+\omega(\xi), \hat{y}\rangle+\langle A u, \hat{v}\rangle+\frac{1}{2}\langle B u, u\rangle+\frac{1}{2}\langle C \hat{v}, \hat{v}\rangle, \tag{1.3}
\end{equation*}
$$

and $A, B, C$ are constant matrices. We suppose that $\xi \in \Pi$ is parameter and $\Pi \subset \mathbb{R}^{n}$ is a bounded closed connected domain.

If $P=0, \Phi$ is expressed explicitly as

$$
\begin{array}{cl}
\hat{x}=x+\omega(y), & \hat{y}=y \\
\hat{u}=\left(A-C\left(A^{T}\right)^{-1} B\right) u+C\left(A^{T}\right)^{-1} v, & \hat{v}=-\left(A^{T}\right)^{-1} B u+\left(A^{T}\right)^{-1} v . \tag{1.4}
\end{array}
$$

Let

$$
\Omega(A, B, C)=\left(\begin{array}{cc}
A-C\left(A^{T}\right)^{-1} B & C\left(A^{T}\right)^{-1} \\
-\left(A^{T}\right)^{-1} B & \left(A^{T}\right)^{-1}
\end{array}\right)_{2 m \times 2 m} .
$$

Then $(\hat{u}, \hat{v})^{T}=\Omega(A, B, C)(u, v)^{T}$. It is easy to see that $\mathbb{T}^{n} \times\{0,0,0\}$ is a lower dimensional invariant torus with the rotational frequency $\omega(\xi)$.

We call the lower dimensional invariant torus to be elliptic if 1 is not an eigenvalue of $\Omega(A, B, C)$ and each eigenvalue has unit modulus; while hyperbolic if no eigenvalue has unit modulus. For simplicity, let

$$
A=\operatorname{diag}\left(a_{1}, a_{2}, \ldots, a_{m}\right), \quad B=\operatorname{diag}\left(b_{1}, b_{2}, \ldots, b_{m}\right), \quad C=\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{m}\right)
$$

The rest of this article is organized as follows. In Section 2, we present the related preliminary results on the Gevery-class $G^{\mu}(\mathcal{O})$ of index $\mu(\mu \geq 1)$ and state our main result. Section 3 is dedicated to the proof of our main result. Section 4 is an appendix.

## 2. Preliminaries

Before stating our main results, we introduce some preliminary results on assumptions, definitions and norm forms.
(H1) (Ellipticity condition) Suppose that $\Delta_{l}^{2}-4<0$, where $\Delta_{l}=\frac{a_{l}^{2}-b_{l} c_{l}+1}{a_{l}}$, $l=1,2, \ldots, m$

Remark 2.1. Direct calculations show that the eigenvalues of $\Omega(A, B, C)$ are $\frac{\Delta_{l} \pm \sqrt{\Delta_{l}^{2}-4}}{2}, l=1,2, \ldots, m$. If $\Delta_{l}^{2}-4<0$, we have

$$
\left|\frac{\Delta_{l} \pm \sqrt{\Delta_{l}^{2}-4}}{2}\right|=1
$$

Let $\theta=\left(\theta_{1}, \theta_{2}, \ldots, \theta_{m}\right)$ such that $e^{ \pm \mathrm{i} \theta_{l}}=\frac{\Delta_{l} \pm \sqrt{\Delta_{l}^{2}-4}}{2}$ and $0<\left|\theta_{l}\right| \leqslant \frac{\pi}{2}, l=$ $1,2, \ldots, m$, where $\mathrm{i}=\sqrt{-1}$ In this case, the lower dimensional invariant torus is elliptic. We call $\theta$ the normal frequency. If $\Delta_{l}^{2}-4>0$, we have

$$
\left|\frac{\Delta_{l} \pm \sqrt{\Delta_{l}^{2}-4}}{2}\right| \neq 1, l=1,2, \ldots, m
$$

This means that the lower dimensional invariant torus is hyperbolic.
Remark 2.2. If we choose $A, B, C$ such that $a_{i}=\sec \theta_{i}, b_{i}=c_{i}=\tan \theta_{i}$, and $0<|\theta| \leqslant \frac{\pi}{2}$, the generated function (1.1) reduces to the case described in [7]. Note that the normal form in [7] is unstable, which means that the normal form cannot remain after one KAM step, thus the normalization is necessary at every KAM step in [7] . In this study, we use the above normal form, which can persist under the KAM iteration.
(H2) (Rüssmann's non-degeneracy condition) There exists an integer $\bar{n} \geqslant 1$ such that

$$
\begin{equation*}
\operatorname{rank}\left\{\partial_{\xi}^{\beta} \omega(\xi): 1 \leqslant|\beta| \leq \bar{n}\right\}=n, \quad \forall \xi \in \Pi \tag{2.1}
\end{equation*}
$$

Remark 2.3. The non-degeneracy condition 2.1) is slightly different from that in Hamiltonian systems:

$$
\operatorname{rank}\left\{\partial_{\xi}^{\beta} \omega(\xi):|\beta| \leq \bar{n}\right\}=n, \quad \forall \xi \in \Pi
$$

(H3) (Non-resonance conditions) Suppose that for $k \in Z^{n}$ with $|k| \neq 0, i, j, w \in$ $\mathbb{Z}$ and $1 \leq i, j \leq m, \omega(\xi)$ satisfies

$$
\begin{gather*}
|\langle k, \omega(\xi)\rangle-2 \pi w| \geq \frac{2 \alpha}{(2+|k|)^{\tau}},  \tag{2.2}\\
\left|\langle k, \omega(\xi)\rangle-\theta_{i}(\xi)-2 \pi w\right| \geq \frac{2 \alpha}{(2+|k|)^{\tau}},  \tag{2.3}\\
\left|\langle k, \omega(\xi)\rangle+\theta_{i}(\xi) \pm \theta_{j}(\xi)-2 \pi w\right| \geq \frac{2 \alpha}{(2+|k|)^{\tau}},|k|+|i-j| \neq 0 \tag{2.4}
\end{gather*}
$$

Definition 2.4. Let $\mathcal{O} \subset \mathbb{R}^{n}$ be a bounded, closed, and connected domain. A function $F: \mathcal{O} \rightarrow \mathbb{R}$ is said to belong to the Gevery-class $G^{\mu}(\mathcal{O})$ of index $\mu(\mu \geq 1)$, provided that $F$ is $C^{\infty}(\mathcal{O})$-smooth and there exists a constant $M$ such that for all $p \in \mathcal{O}$, it holds

$$
\left|\partial_{p}^{\beta} F(p)\right| \leq c M^{|\beta|+1} \beta!^{\mu}
$$

where $|\beta|=\beta_{1}+\beta_{2}+\cdots+\beta_{n}$ and $\beta!^{\mu}=\beta_{1}!\beta_{2}!\ldots \beta_{n}$ ! for $\beta=\left(\beta_{1}, \beta_{2}, \ldots, \beta_{n}\right) \in \mathbb{Z}_{+}^{n}$
Remark 2.5. From the definition, it is easy to see that the class $G^{1}$ of Geverysmooth functions coincides with the class of analytic functions, and it also satisfies

$$
G^{1} \subset G^{\mu_{1}} \subset G^{\mu_{2}} \subset C^{\infty}
$$

for $1<\mu_{1}<\mu_{2}<\infty$.

Set

$$
\begin{gathered}
\mathcal{T}_{s}=\left\{x \in \mathbb{C}^{n} / 2 \pi \mathbb{Z}^{n}:|\operatorname{Im} x|_{\infty} \leq s\right\}, \quad \mathcal{B}_{r}=\left\{y \in \mathbb{C}^{n}:|y|_{1} \leq r^{2}\right\} \\
\mathcal{W}_{r}=\left\{w \in \mathbb{C}^{m}:|w|_{2} \leq r\right\}
\end{gathered}
$$

Denote

$$
\begin{aligned}
\mathcal{D}(s, r) & =\mathcal{T}_{s} \times \mathcal{W}_{r} \times \mathcal{B}_{r} \times \mathcal{W}_{r} \\
|x|_{\infty}=\max _{1 \leq j \leq n}\left|x_{j}\right|, \quad|y|_{1} & =\sum_{1 \leq j \leq n}\left|y_{j}\right|, \quad|w|_{2}=\left(\sum_{1 \leq j \leq m}\left|w_{j}\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

Let

$$
\Pi=\{\xi \in \mathcal{O}: \operatorname{dist}(\xi, \partial \mathcal{O}) \geqslant h\}, \quad \Pi_{h}=\left\{\xi \in \mathbb{C}^{n}: \operatorname{dist}(\xi, \Pi) \leqslant h\right\}
$$

Remark 2.6. By definition, $f \in G^{1, \mu}(\mathcal{D}(s, r) \times \Pi)$ which implies $f(x, y, u, v ; \xi) \in$ $C^{\infty}(\mathcal{D}(s, r) \times \Pi)$ and $f(x, y, u, v ; \xi)$ is analytic with respect to $(x, y, u, v)$ on $\mathcal{D}(s, r)$ and $G^{\mu}$-smooth in $\xi$ on $\Pi_{h}$

If $P(x ; \xi)$ is analytic on $\mathcal{T}_{s} \times \Pi$, we can expand $P(x ; \xi)$ as the Fourier series

$$
P(x ; \xi)=\sum_{k \in \mathbb{Z}^{n}} P_{k}(\xi) e^{\mathrm{i}\langle\mathrm{k}, \mathrm{x}\rangle}
$$

We define

$$
\|P\|_{s}=\sum_{k \in \mathbb{Z}^{n}}\left|P_{k}\right|_{\Pi} e^{s|k|}, \quad\left|P_{k}\right|_{\Pi}=\max _{\xi \in \Pi}\left|P_{k}(\xi)\right| .
$$

When $P(x, u, \hat{y}, \hat{v} ; \xi)$ is analytic on $\mathcal{D}(s, r) \times \Pi$, we let

$$
P(x, u, \hat{y}, \hat{v} ; \xi)=\sum_{k \in \mathbb{Z}^{n}} P_{k}(u, \hat{y}, \hat{v} ; \xi) e^{\mathrm{i}\langle\mathbf{k}, \mathrm{x}\rangle}, \quad P_{k}(u, \hat{y}, \hat{v} ; \xi)=\sum_{l, i, j} P_{k l i j}(\xi) \hat{y}^{l} u^{i} \hat{v}^{j}
$$

We define

$$
\|P\|_{D(s, r) \times \Pi}=\sum_{k \in \mathbb{Z}^{n}}\left|P_{k}\right|_{r} e^{s|k|}
$$

where

$$
\left|P_{k}\right|_{r}=\sup _{(u, \hat{y}, \hat{v}) \in \mathcal{W}_{r} \times \mathcal{B}_{r} \times \mathcal{W}_{r}} \sum_{i, j, l}\left\|P_{k l i j}\right\|_{s} \hat{y}^{l} u^{i} \hat{v}^{j}
$$

This norm is obviously stronger than the sup-norm. Moreover, the Cauchy estimates of analytic functions are also valid under this norm. Let

$$
X_{P}=\left(-\partial_{\hat{y}} P,-\partial_{\hat{v}} P, \partial_{x} P, \partial_{u} P\right)
$$

endowed with the corresponding weighed norm

$$
\begin{aligned}
& \left\|X_{P}\right\|_{r ; \mathcal{D}(s, r) \times \Pi} \\
& =\left\|\partial_{\hat{y}} P\right\|_{D(s, r) \times \Pi}+\frac{1}{r}\left\|\partial_{\hat{v}} P\right\|_{D(s, r) \times \Pi}+\frac{1}{r^{2}}\left\|\partial_{x} P\right\|_{D(s, r) \times \Pi}+\frac{1}{r}\left\|\partial_{u} P\right\|_{D(s, r) \times \Pi},
\end{aligned}
$$

where

$$
\begin{aligned}
\left\|\partial_{\hat{x}} P\right\|_{D(s, r) \times \Pi}= & \sum_{j}\left\|\partial_{\hat{x}_{j}} P\right\|_{D(s, r) \times \Pi}, \quad\left\|\partial_{\hat{y}} P\right\|_{D(s, r) \times \Pi}=\max _{j}\left\|\partial_{\hat{y}_{j}} P\right\|_{D(s, r) \times \Pi}, \\
& \left\|\partial_{u} P\right\|_{D(s, r) \times \Pi}=\left(\sum_{j}\left(\left\|\partial_{u_{j}} P\right\|_{s, r}\right)^{2}\right)^{1 / 2} .
\end{aligned}
$$

Now, we state our main result.

Theorem 2.7. Consider the symplectic mapping $\Phi(\cdot ; \xi)$ defined by 1.1). Suppose that

$$
\tau \geqslant n \bar{n}-1, \quad \max _{\xi \in \Pi_{h}}\left\{\left|\frac{\partial \omega(\xi)}{\partial \xi}\right|,\left|\frac{\partial \theta(\xi)}{\partial \xi}\right|\right\} \leqslant T
$$

and conditions (H1)-(H3) hold. There exists a $\gamma>0$ such that for any $0<\alpha<1$, if

$$
\left\|X_{P}\right\|_{r ; \mathcal{D}(s, r) \times \Pi_{h}}=\epsilon \leqslant \gamma^{3} \alpha^{2 \bar{\nu}} \rho^{2 \nu}
$$

where $\bar{\nu}=4(\bar{n}+1)$ and $\nu=4 \tau(\bar{n}+1)+n+\bar{n}$, then the following two statements are true.
(i) There exist a non-empty Cantor-like subset $\Pi_{*} \subset \Pi$, parameterized symplectic mappings $\Psi_{*}(\cdot ; \xi) \in G^{1, \mu}\left(D(s / 2, r / 2) \times \Pi_{*}\right)$, and parameterized functions $H_{*} \in$ $G^{1, \mu}\left(D(s / 2, r / 2) \times \Pi_{*}\right)$ such that

$$
\begin{equation*}
\left\|\partial_{\xi}^{\beta}\left(\Psi_{*}-i d\right)\right\|_{r ; D\left(\frac{s}{2}, \frac{r}{2}\right) \times \Pi_{*}} \leq c \rho^{\nu} M^{|\beta|} \beta!^{\mu} \gamma^{\frac{9}{4(n+1)}}, \quad \forall \beta \in Z_{n}^{+}, \quad \forall \xi \in \Pi_{*}, \tag{2.5}
\end{equation*}
$$

where $M=\frac{2 T+1}{\alpha}\left[\frac{4(\mu-1)(n+1)}{3}\right]^{\mu-1}$, and $H_{*}(\cdot ; \xi)=N_{*}+P_{*}$ satisfies

$$
\begin{gathered}
N_{*}(x, u, \hat{y}, \hat{v} ; \xi)=\left\langle x+\omega_{*}, \hat{y}\right\rangle+\left\langle A_{*} u, \hat{v}\right\rangle+\frac{1}{2}\left\langle B_{*} u, u\right\rangle+\frac{1}{2}\left\langle C_{*} \hat{v}, \hat{v}\right\rangle \\
P_{*}(x, u, \hat{y}, \hat{v} ; \xi)=\sum_{|i|+|j|+2|l| \geq 3} P_{l i j}(x ; \xi) \hat{y}^{l} u^{i} \hat{v}^{j}
\end{gathered}
$$

Moreover, $\Phi_{*}(\cdot ; \xi)=\Psi_{*}^{-1} \circ \Phi \circ \Psi_{*}$ is generated by $H_{*}(\cdot ; \xi)=N_{*}+P_{*}$.
(ii) For $\xi \in \Pi_{*}$, the symplectic mapping $\Phi(\cdot ; \xi)$ admits an invariant torus

$$
\left\{T_{\xi}=\Psi_{*}\left(T^{n}, 0,0,0 ; \xi\right): \xi \in \Pi_{*}\right\}
$$

whose tangential frequency $\omega_{*}$ and normal frequency $\theta_{*}$ satisfy

$$
\begin{align*}
& \left|\partial_{\xi}^{\beta}\left(\omega_{*}(\xi)-\omega(\xi)\right)\right|_{\Pi_{*}} \leq c \rho^{2 \nu} M^{|\beta|} \beta!^{\mu} \gamma^{\frac{9}{4(n+1)}}  \tag{2.6}\\
& \left|\partial_{\xi}^{\beta}\left(\theta_{*}(\xi)-\theta(\xi)\right)\right|_{\Pi_{*}} \leq c \rho^{2 \nu} M^{|\beta|} \beta!^{\mu} \gamma^{\frac{9}{4(n+1)}} \tag{2.7}
\end{align*}
$$

Moreover, for $i, j \in \mathbb{Z}$ and $1 \leq i, j \leq m$, we have

$$
\begin{equation*}
\left|\left\langle\omega_{*}(\xi), k\right\rangle-s_{1} \theta_{* i}(\xi)-s_{2} \theta_{* j}(\xi)-2 \pi w\right| \geq \frac{\alpha}{(2+|k|)^{\tau}} \tag{2.8}
\end{equation*}
$$

where $\xi \in \Pi_{*}, 0 \neq k \in Z^{n}, 0 \leqslant\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2$, and $s_{d} \in \mathbb{Z}(d=1,2)$. In addition, we have

$$
\operatorname{meas}\left(\Pi \backslash \Pi_{*}\right) \rightarrow 0, \quad \text { as } \alpha \rightarrow 0
$$

## 3. Proof of main result

3.1. KAM-steps. To prove our main result, we apply the idea for Hamiltonian systems [19, 29] as well as some technical lemmas.
KAM iteration lemma: For the symplectic mapping $\Phi(\cdot ; \xi)$ defined by (1.1), when $\delta \in(0,1)$, let $\mu=\tau+\delta+2, \sigma=\left(\frac{3}{4}\right)^{\frac{\delta}{\tau+1+\delta}}, 0<E<1,0<\eta<\frac{1}{8}$ and $0<\rho=(1-\sigma) s / 10<\frac{s}{5}$. Let

$$
\max _{\xi \in \Pi_{h}}\left\{\left|\frac{\partial \omega(\xi)}{\partial \xi}\right|,\left|\frac{\partial \theta(\xi)}{\partial \xi}\right|\right\} \leqslant T, \quad h=\frac{\alpha}{(2+K)^{\tau+1} T}
$$

where $K>0$ satisfies $\eta^{2} e^{-K \rho}=E$. Suppose that conditions (H1)-(H3) hold and $P$ satisfies

$$
\left\|X_{P}\right\|_{r ; D(s, r) \times \Pi_{d}} \leqslant \epsilon=\eta^{2} \alpha^{2 \bar{\nu}} \rho^{2 \nu} E
$$

with $0<\alpha<1, \bar{\nu}=4(\bar{n}+1)$ and $\nu=4 \tau(\bar{n}+1)+n+\bar{n}$. Then the following three statements are true.
(i) For $\xi \in \Pi_{h}$, there exists a symplectic diffeomorphism $\Psi(\cdot ; \xi)$ with

$$
\|\Psi-i d\|_{r ; D\left(s-3 \rho, \frac{r}{4}\right) \times \Pi_{h}} \leq \frac{c \epsilon}{\alpha^{\bar{\nu}} \rho^{\nu}}, \quad\|D \Psi-i d\|_{r ; D\left(s-3 \rho, \frac{r}{4}\right) \times \Pi_{h}} \leq \frac{c \epsilon}{\alpha^{\bar{\nu}} \rho^{\nu+1}},
$$

such that the conjugate mapping $\Phi_{+}(\cdot ; \xi)=\Psi^{-1} \circ \Phi \circ \Psi$ is generated by $H_{+}(\cdot ; \xi)=$ $N_{+}+P_{+}$, where

$$
N_{+}=\left\langle x+\omega_{+}(\xi), \hat{y}\right\rangle+\left\langle A_{+} u, \hat{v}\right\rangle+\frac{1}{2}\left\langle B_{+} u, u\right\rangle+\frac{1}{2}\left\langle C_{+} \hat{v}, \hat{v}\right\rangle
$$

and $P_{+}$satisfies

$$
\left\|X_{P}\right\|_{r_{+} ; D\left(s_{+}, r_{+}\right) \times \Pi_{d}} \leqslant \eta_{+}^{2} \alpha_{+}^{2 \bar{\nu}} \rho_{+}^{\nu} E_{+}=\epsilon_{+}
$$

with

$$
s_{+}=s-5 \rho, \quad \rho_{+}=\sigma \rho, \quad \eta=E, \quad r_{+}=\eta r, \quad E_{+}=E^{\frac{4}{3}}, \quad \frac{\alpha}{2} \leqslant \alpha_{+} \leqslant \alpha
$$

Let $e^{ \pm \mathrm{i} \theta_{+l}}$ be the eigenvalues of $\Omega\left(A_{+}, B_{+}, C_{+}\right)$, where $\theta_{+}=\left(\theta_{+1}, \theta_{+2}, \ldots, \theta_{+m}\right)$ and $l=1,2, \ldots, m$. We have

$$
\begin{equation*}
\left|\omega_{+}(\xi)-\omega(\xi)\right| \leq \epsilon, \quad\left|\theta_{+}(\xi)-\theta(\xi)\right| \leq c \epsilon, \quad \forall \xi \in \Pi_{h} \tag{3.1}
\end{equation*}
$$

(ii) Let $\alpha_{+}=\alpha-(K+2)^{\tau+1} \epsilon$,

$$
\begin{gathered}
\bar{\Pi}=\left\{\xi \in \Pi:\left|\left\langle\omega_{+}(\xi), k\right\rangle-s_{1} \theta_{+i}(\xi)-s_{2} \theta_{+j}(\xi)-2 \pi w\right|<\frac{2 \alpha_{+}}{(2+|k|)^{\tau}}, k \in Z^{n}\right. \\
\left.K<|k| \leq K_{+}, \quad 0 \leqslant\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2, s_{d} \in \mathbb{Z}(d=1,2)\right\}
\end{gathered}
$$

and $\Pi_{+}=\Pi \backslash \bar{\Pi}$. Then for $\xi \in \Pi_{+}, \forall k \in Z^{n}$ and $0<|k| \leq K_{+}$, we have

$$
\begin{equation*}
\left|\left\langle\omega_{+}(\xi), k\right\rangle-s_{1} \theta_{+i}-s_{2} \theta_{+j}-2 \pi w\right| \geqslant \frac{2 \alpha_{+}}{(2+|k|)^{\tau}} \tag{3.2}
\end{equation*}
$$

where $K_{+}>0$ satisfies $\frac{e^{-K_{+} \rho_{+}}}{\eta_{+}^{2}}=E_{+}$.
(iii) Let $T_{+}=T+\frac{6 \epsilon}{h}$ and $h_{+}=\frac{\alpha_{+}}{2\left(K_{+}+2\right)^{\tau+1} T_{+}}$. If $h_{+} \leq \frac{5}{6} h$, we have

$$
\max _{\xi \in \Pi_{h_{+}}}\left\{\left|\frac{\partial \omega_{+}(\xi)}{\partial \xi}\right|,\left|\frac{\partial \theta_{+}(\xi)}{\partial \xi}\right|\right\} \leq T_{+}
$$

where $\Pi_{h_{+}}$is the complex $h_{+-}$neighborhood of $\Pi_{+}$
A. Generating functions of conjugate mappings: Let $p=(x, u)$ and $q=$ $(y, v)$. The symplectic structure becomes $d p \wedge d q$ on $\mathbb{R}^{n+m} \times \mathbb{R}^{n+m}$. Consider a symplectic mapping $\Phi:(p, q) \rightarrow(\hat{p}, \hat{q})$ generated by

$$
\begin{equation*}
\hat{p}=\partial_{\hat{q}} H(p, \hat{q})=H_{2}(p, \hat{q}) \quad \text { and } \quad q=\partial_{p} H\left(p, \hat{)}=H_{1}(p, \hat{q}) .\right. \tag{3.3}
\end{equation*}
$$

The generating function is $H(p, \hat{q})=N(p, \hat{q})+P(p, \hat{q})$, where $N$ represents the main term and $P$ is a small perturbation. Define a symplectic transformation $\Psi:\left(p_{+}, q_{+}\right) \rightarrow(p, q)$ by

$$
\begin{equation*}
q=q_{+}+F_{1}\left(p, q_{+}\right) \quad \text { and } \quad p_{+}=p+F_{2}\left(p, q_{+}\right) \tag{3.4}
\end{equation*}
$$

The generating function is $\left\langle p, q_{+}\right\rangle+F\left(p, q_{+}\right)$with $F$ being a small function. So $\Psi$ approaches to the identity. Then, we get a conjugate mapping

$$
\Phi_{+}=\Psi^{-1} \circ \Phi \circ \Psi:\left(p_{+}, q_{+}\right) \rightarrow\left(\hat{p}_{+}, \hat{q}_{+}\right)
$$

implicitly by

$$
\begin{equation*}
\hat{p}_{+}=H_{2}(p, \hat{q})+F_{2}\left(\hat{p}, \hat{q}_{+}\right) \quad \text { and } \quad q_{+}=H_{1}(p, \hat{q})-F_{1}\left(p, q_{+}\right) \tag{3.5}
\end{equation*}
$$

From the following Lemma, $\Phi_{+}$is generated by a function $H_{+}\left(p_{+}, \hat{q}_{+}\right)$.
Lemma 3.1 ([7]). The conjugate symplectic mapping $\Phi_{+}$can be determined by $H_{+}\left(p_{+}, \hat{q}_{+}\right)$through

$$
\begin{equation*}
\hat{p}_{+}=\partial_{\hat{q}_{+}} H_{+}\left(p_{+}, \hat{q}_{+}\right), q_{+}=\partial_{p_{+}} H_{+}\left(p_{+}, \hat{q}_{+}\right), \tag{3.6}
\end{equation*}
$$

where

$$
\begin{align*}
H_{+}\left(p_{+}, \hat{q}_{+}\right)= & H(p, \hat{q})+H_{1}(p, \hat{q}) F_{2}\left(p, q_{+}\right)-H_{2}(p, \hat{q}) F_{1}\left(\hat{p}, \hat{q}_{+}\right) \\
& +F\left(\hat{p}, \hat{q}_{+}\right)-F\left(p, q_{+}\right)-F_{1}\left(p, q_{+}\right) F_{2}\left(p, q_{+}\right) \tag{3.7}
\end{align*}
$$

with $p, \hat{p}, \hat{q}, q_{+}$depending on $\left(p_{+}, \hat{q}_{+}\right)$as explained above. Moreover, if we set $z=$ $\left(p_{+}, \hat{q}_{+}\right)$, then we have

$$
\begin{equation*}
H_{+}(z)=H(z)+F\left(N_{2}(z), \hat{q}_{+}\right)-F\left(p_{+}, N_{1}(z)\right)+Q(z) \tag{3.8}
\end{equation*}
$$

The small term $Q(z)$ has the estimate

$$
\begin{equation*}
\left\|X_{Q}\right\|_{r ; \mathcal{D}(s-5 \rho, r / 16) \times \Pi} \leq \frac{c \epsilon^{2}}{\alpha^{2 \bar{\nu}} \rho^{2 \nu}} \tag{3.9}
\end{equation*}
$$

with $\bar{\nu}=4(\bar{n}+1)$ and $\nu=\bar{n}+n+4 \tau(\bar{n}+1)$.

## B. Truncation: Let

$$
\begin{equation*}
P=R+(P-R) \tag{3.10}
\end{equation*}
$$

where

$$
\begin{align*}
R(p, \hat{q})= & P_{000}(x)+\left\langle P_{100}(x), \hat{y}\right\rangle+\left\langle P_{010}(x), u\right\rangle+\left\langle P_{001}(x), \hat{v}\right\rangle \\
& +\left\langle P_{011}(x) u, \hat{v}\right\rangle+\frac{1}{2}\left\langle P_{020}(x) u, u\right\rangle+\frac{1}{2}\left\langle P_{002}(x) \hat{v}, \hat{v}\right\rangle, \tag{3.11}
\end{align*}
$$

with

$$
P_{l i j}=\left.\frac{\partial^{l+i+j} P}{\partial \hat{y}^{l} \partial u^{i} \partial \hat{v}^{j}}\right|_{u=0, \hat{y}=0, \hat{v}=0}, \quad 2|l|+|i|+|j| \leq 2 .
$$

So we have

$$
P-R=\sum_{2|l|+|i|+|j| \leqslant 2, k \geqslant K} P_{l i j} \hat{y}^{l} u^{i} \hat{v}^{j}+\sum_{2|l|+|i|+|j| \geqslant 3} P_{l i j} \hat{y}^{l} u^{i} \hat{v}^{j} .
$$

C. Extension of small divisor estimate: For $\xi \in \Pi_{h}$, there exists a $\xi_{0} \in \Pi$ such that $\left|\xi-\xi_{0}\right|<h$ For $|k| \leq K$, we have

$$
\begin{align*}
& \left|\left\langle\omega(\xi)-\omega\left(\xi_{0}\right), k\right\rangle+s_{1}\left(\theta_{i}(\xi)-\theta_{i}\left(\xi_{0}\right)\right)+s_{2}\left(\theta_{j}(\xi)-\theta_{j}\left(\xi_{0}\right)\right)\right| \\
& \leqslant\left|\left\langle\omega(\xi)-\omega\left(\xi_{0}\right), k\right\rangle\right|+\left|s_{1}\right|\left|\left(\theta_{i}(\xi)-\theta_{i}\left(\xi_{0}\right)\right)\right|+\left|s_{2}\right|\left|\left(\theta_{j}(\xi)-\theta_{j}\left(\xi_{0}\right)\right)\right| \\
& \leqslant\left(k+\left|s_{1}\right|+\left|s_{2}\right|\right) T h  \tag{3.12}\\
& \leqslant(k+2) T h \\
& \leqslant \frac{\alpha}{(K+2)^{\tau}} .
\end{align*}
$$

It follows from $2.2-2.4$ and 3.12 that

$$
\begin{equation*}
\left|\langle\omega(\xi), k\rangle+s_{1} \theta_{i}(\xi)+s_{2} \theta_{j}(\xi)-2 \pi w\right| \geqslant \frac{\alpha}{(2+|k|)^{\tau}} \tag{3.13}
\end{equation*}
$$

where $h=\frac{\alpha}{(2+K)^{\tau+1} T}, 0 \leqslant\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2$ and $s_{d} \in \mathbb{Z}(d=1,2)$.

## D. Homological equations:

Following the idea described in [19], we consider the homological equation:

$$
N\left(p_{+}, \hat{q}_{+}\right)+R\left(p_{+}, \hat{q}_{+}\right)-F\left(p_{+}, N_{p}\left(p_{+}, \hat{q}_{+}\right)\right)+F\left(N_{q}\left(p_{+}, \hat{q}_{+}\right), \hat{q}_{+}\right)=\bar{N}\left(p_{+}, \hat{q}_{+}\right)
$$

where $F(p, \hat{q})$ possess the same form as (3.11). Just for simplicity, here and below we drop the subscripts ' + ' in $p_{+}$and $\hat{q}_{+}$.

Let $x+\omega=\tilde{x}$. Denoting

$$
\hat{p}=N_{\hat{q}}(p, \hat{p})=(\tilde{x}, A u+C v), \quad q=N_{p}(p, \hat{p})=(\hat{y}, A \hat{v}+B u),
$$

we have

$$
F\left(N_{q}(p, \hat{q}), \hat{q}\right)-F\left(p, N_{p}(p, \hat{q})\right)=L_{0}+L_{1}+L_{2}
$$

where $L_{0}, L_{1}, L_{2}$ indicate the $i$ th $(i=0,1,2)$ order terms of $u$ and $\hat{v}$ respectively:

$$
\begin{gathered}
L_{0}=\left(F_{000}(\tilde{x})-F_{000}(x)\right)+\left\langle F_{100}(\tilde{x})-F_{100}(x), \hat{y}\right\rangle \\
L_{1}=\left\langle A^{T} F_{010}(\tilde{x})-F_{010}(x)-B F_{001}(x), u\right\rangle+\left\langle C F_{010}(\tilde{x})+F_{001}(\tilde{x})-A F_{001}(x), v\right\rangle, \\
L_{2}=\left\langle\left\{F_{011}(\tilde{x}) A-A F_{011}(x)+C F_{020}(\tilde{x}) A-A F_{002}(x) B\right\} u, \hat{v}\right\rangle \\
+\frac{1}{2}\left\langle\left\{A^{T} F_{020}(\tilde{x}) A-F_{020}(x)-B F_{002}(x) B-B F_{011}(x)-F_{011}^{T}(x) B\right\} u, u\right\rangle \\
+\frac{1}{2}\left\langle\left\{C F_{020}(\tilde{x}) C+F_{002}(\tilde{x})-A F_{002}(x) A^{T}+F_{011}(\tilde{x}) C+C F_{011}^{T}(\tilde{x})\right\} \hat{v}, \hat{v}\right\rangle .
\end{gathered}
$$

We consider the equations

$$
\begin{gather*}
L_{0}=\left(R_{000}(x)-\left[R_{000}\right]\right)+\left\langle R_{100}(x)-\left[R_{100}\right], \hat{y}\right\rangle \\
L_{1}=\left\langle R_{010}(x), u\right\rangle+\left\langle R_{001}(x), \hat{v}\right\rangle  \tag{3.14}\\
L_{2}=\left\langle\left(R_{011}(x)-\hat{A}\right) u, \hat{v}\right\rangle+\frac{1}{2}\left\langle\left(R_{020}(x)-\hat{B}\right) u, u\right\rangle+\frac{1}{2}\left\langle\left(R_{002}(x)-\hat{C}\right) \hat{v}, \hat{v}\right\rangle
\end{gather*}
$$

where $\hat{A}, \hat{B}$ and $\hat{C}$ are to be determined.
We start with the equation

$$
F_{j 00}(x+\omega)-F_{j 00}(x)=R_{j 00}(x)-\left[R_{j 00}\right], \quad j=0,1,
$$

by expanding $F_{j 00}(x)$ and $R_{j 00}(x)$ as the Fourier series:

$$
F_{j 00}(x)=\sum_{k \in \mathbb{Z}^{n}} F_{k j 00} e^{\mathrm{i}\langle\mathrm{k}, \mathrm{x}\rangle}, \quad R_{j 00}(x)=\sum_{k \in \mathbb{Z}^{n}} R_{k j 00} e^{\mathrm{i}\langle\mathrm{k}, \mathrm{x}\rangle} .
$$

It follows that

$$
\begin{equation*}
F_{k j 00}=\frac{1}{e_{k}-1} R_{k j 00} \tag{3.15}
\end{equation*}
$$

with $\left.e_{k}=e^{\mathrm{i}\langle\mathrm{k}(\omega\rangle}, k \neq 0\right)$ By $(3.13)$, we have the estimate

$$
\begin{equation*}
\left\|F_{j 00}\right\|_{(s-\rho) \times \Pi} \leq \frac{c\left\|R_{j 00}\right\|_{s}}{\alpha^{\bar{n}+1} \rho^{\bar{n}+n+\tau(\bar{n}+1)}} \tag{3.16}
\end{equation*}
$$

Next we solve the second equation of (3.14). Let $F_{010}=\left(F_{010}^{1}, \ldots, F_{010}^{m}\right)$ and $F_{001}=\left(F_{001}^{1}, \ldots, F_{001}^{m}\right)$ and expand $F_{0 i^{\prime} j^{\prime}}^{l}(x)$ and $R_{0 i^{\prime} j^{\prime}}^{l}(x)$ as the Fourier series:

$$
F_{0 i^{\prime} j^{\prime}}^{l}(x)=\sum_{k \in \mathbb{Z}^{n}} F_{k 0 i^{\prime} j^{\prime}}^{l} e^{\mathrm{i}\langle\mathrm{k}, \mathrm{x}\rangle}, \quad R_{0 i^{\prime} j^{\prime}}^{l}(x)=\sum_{k \in \mathbb{Z}^{n}} R_{k 0 i^{\prime} j^{\prime}}^{l} e^{\mathrm{i}\langle\mathrm{k}, \mathrm{x}\rangle}
$$

with $l=1,2, \ldots, m$ and $\left(i^{\prime}, j^{\prime}\right)=(0,1)$ or $(1,0)$

By the definition of $L_{1}$ and the second equation of 3.14 , one can see the relation between $F_{0 i^{\prime} j^{\prime}}^{l}(x)$ and $R_{0 i^{\prime} j^{\prime}}^{l}(x)$ :

$$
M_{l} \cdot\binom{F_{k 010}^{l}(x)}{F_{k 001}^{l}(x)}=\binom{R_{k 010}^{l}}{R_{k 001}^{l}}
$$

where

$$
M_{l}=\left(\begin{array}{cc}
a_{l} e_{k}-1 & -b_{l} \\
c_{l} e_{k} & e_{k}-a_{l}
\end{array}\right)
$$

with $e_{k}=e^{\mathrm{i}\langle\mathbf{k}, \omega\rangle}$. By a straightforward calculation, we have

$$
\begin{aligned}
\operatorname{det}\left(M_{l}\right) & =\left(e_{k}-\frac{\Delta_{l}+\sqrt{\Delta_{l}^{2}-4}}{2}\right)\left(e_{k}-\frac{\Delta_{l}-\sqrt{\Delta_{l}^{2}-4}}{2}\right) \\
& =-2\left(\sin \frac{\langle k, \omega\rangle+\theta_{l}}{2}-\mathrm{i} \cos \frac{\langle k, \omega\rangle+\theta_{l}}{2}\right) \sin \frac{\langle k, \omega\rangle-\theta_{l}}{2}
\end{aligned}
$$

where $\theta_{l}, \Delta_{l}(l=i, j)$, are defined in Remark 2.1. By (3.13) we know $\left|\operatorname{det}\left(M_{l}\right)\right| \geqslant$ $\frac{\alpha^{2}}{(2+|k|)^{2 \tau}}$. Note that

$$
F_{k 0 i^{\prime} j^{\prime}}^{l}=\frac{\tilde{R}_{i^{\prime} j^{\prime}}^{l}}{\left|\operatorname{det}\left(M_{l}\right)\right|}
$$

with $\tilde{R}_{i^{\prime} j^{\prime}}^{l}=c_{1} R_{k 010}^{l}(x)+c_{2} R_{k 001}^{l}(x)$ Then

$$
\begin{equation*}
\left\|F_{0 i^{\prime} j^{\prime}}\right\|_{D(s-\rho, r) \times \Pi} \leq \frac{c\left\|R_{0 i^{\prime} j^{\prime}}\right\|_{s}}{\alpha^{2 \bar{n}+2} \rho^{2 \tau(\bar{n}+1)+\bar{n}+n}} \tag{3.17}
\end{equation*}
$$

with $\left(i^{\prime}, j^{\prime}\right)=(0,1)$ or $(1,0)$.
Before solving the third equation of (3.14), let us consider the equation

$$
\begin{equation*}
L_{2}=\left\langle R_{011}(x) u, \hat{v}\right\rangle+\frac{1}{2}\left\langle R_{020} u, u\right\rangle+\frac{1}{2}\left\langle R_{002} \hat{v}, \hat{v}\right\rangle \tag{3.18}
\end{equation*}
$$

Let $F_{0 i^{\prime} j^{\prime}}=\left(F_{0 i^{\prime} j^{\prime}}^{i j}\right)_{1 \leq i, j \leq m}$ with $\left(i^{\prime}, j^{\prime}\right)=(1,1),(2,0)$ or $(0,2)$ We expand $F_{0 i^{\prime} j^{\prime}}^{i j}$ and $R_{0 i^{\prime} j^{\prime}}^{i j}$ as

$$
F_{0 i^{\prime} j^{\prime}}^{i j}=\sum_{k \in \mathbb{Z}^{n}} F_{k 0 i^{\prime} j^{\prime}} e^{\mathrm{i}\langle\mathrm{k}, \mathrm{x}\rangle}, \quad R_{0 i^{\prime} j^{\prime}}^{i j}=\sum_{k \in \mathbb{Z}^{n}} R_{k 0 i^{\prime} j^{\prime}} e^{\mathrm{i}\langle\mathrm{k}, \mathrm{x}\rangle}
$$

From the definition of $L_{2}$ and (3.18), we have

$$
N_{i j}\left(\begin{array}{l}
F_{k 011}^{j i} \\
F_{k 011}^{i j} \\
F_{k 000}^{i j} \\
F_{k 002}^{i j}
\end{array}\right)=\left(\begin{array}{l}
R_{k 011}^{j i} \\
R_{k 011}^{i j} \\
R_{k 020}^{i j} \\
R_{k 002}^{i j}
\end{array}\right)
$$

where

$$
N_{i j}=\left(\begin{array}{cccc}
0 & e_{k} a_{j}-a_{i} & e_{k} c_{i} a_{j} & -a_{i} b_{j} \\
e_{k} a_{i}-a_{j} & 0 & e_{k} a_{i} c_{j} & -b_{i} a_{j} \\
-b_{j} & -b_{i} & e_{k} a_{i} a_{j}-1 & -b_{i} b_{j} \\
e_{k} c_{i} & e_{k} c_{j} & e_{k} c_{i} c_{j} & e_{k}-a_{i} a_{j}
\end{array}\right)
$$

A direct calculation gives $\operatorname{det}\left(N_{i j}\right)=S_{4} e_{k}^{4}+S_{3} e_{k}^{3}+S_{2} e_{k}^{2}+S_{1} e_{k}+S_{0}$, where

$$
\begin{gathered}
S_{4}=a_{i}^{2} a_{j}^{2}, \quad S_{0}=a_{i}^{2} a_{j}^{2} \\
S_{3}=S_{1}=a_{i}^{3} a_{j}^{3}-a_{i}^{3} a_{j} b_{j} c_{j}-a_{j}^{3} a_{i} b_{i} c_{i}+a_{j} a_{i} b_{j} b_{i} c_{j} c_{i} \\
+a_{j} a_{i}^{3}+a_{j}^{3} a_{i}-a_{j} a_{i} b_{i} c_{i}-a_{j} a_{i} b_{j} c_{j}+a_{j} a_{i}
\end{gathered}
$$

$$
\begin{aligned}
S_{2}= & a_{i}^{4} a_{j}^{2}-a_{i}^{2} a_{j}^{4}+2 a_{j}^{2} a_{i}^{2} b_{i} c_{i}+2 a_{j}^{2} a_{i}^{2} b_{j} c_{j}-a_{i}^{2} b_{j}^{2} c_{j}^{2} \\
& -a_{j}^{2} b_{i}^{2} c_{i}^{2}-2 a_{i}^{2} a_{j}^{2}+2 a_{i}^{2} b_{j} c_{j}+2 a_{j}^{2} b_{i} c_{i}-a_{i}^{2}-a_{j}^{2}
\end{aligned}
$$

For $i, j=1,2, \ldots, m$, we find

$$
\operatorname{det}\left(N_{i j}\right)=\left(e_{k}-e^{\mathrm{i} \theta_{i}} e^{\mathrm{i} \theta_{j}}\right)\left(e_{k}-e^{-\mathrm{i} \theta_{i}} e^{-\mathrm{i} \theta_{j}}\right)\left(e_{k}-e^{\mathrm{i} \theta_{i}} e^{-\mathrm{i} \theta_{j}}\right)\left(e_{k}-e^{-\mathrm{i} \theta_{i}} e^{\mathrm{i} \theta_{j}}\right)
$$

with $\theta_{l}(l=i, j)$ given as in Remark 2.1. By (3.13), we have

$$
\left|\operatorname{det}\left(N_{i j}\right)\right| \geqslant \frac{\alpha^{4}}{(2+|k|)^{4 \tau}}
$$

with $|k|+|i-j| \neq 0$. Thus we can solve the equation (3.18) in the case of $|k|+|i-j| \neq$ 0 and get

$$
\begin{equation*}
F_{k 0 i^{\prime} j^{\prime}}^{i j}=\frac{\tilde{R}^{i j}}{\left|\operatorname{det}\left(N_{i j}\right)\right|}, \tag{3.19}
\end{equation*}
$$

with $\tilde{R}^{i j}=c_{1} R_{k 011}^{j i}+c_{2} R_{k 011}^{i j}+c_{3} R_{k 020}^{i j}+c_{4} R_{k 002}^{i j}$.
From (3.18) and 3.19, we consider the third equation of (3.14) by setting

$$
\begin{gather*}
\hat{\omega}=\operatorname{diag}\left(\hat{\omega}_{1}, \ldots, \hat{\omega}_{n}\right), \quad \hat{A}=\operatorname{diag}\left(\hat{A}_{1}, \ldots, \hat{A}_{m}\right), \\
\hat{B}=\operatorname{diag}\left(\hat{B}_{1}, \ldots, \hat{B}_{m}\right), \quad \hat{C}=\operatorname{diag}\left(\hat{C}_{1}, \ldots, \hat{C}_{m}\right), \tag{3.20}
\end{gather*}
$$

with

$$
\hat{\omega}_{j}=\left[R_{100}^{j j}\right], \quad \hat{A}_{j}=\left[R_{011}^{j j}\right], \quad \hat{B}_{j}=\left[R_{020}^{j j}\right], \quad \hat{C}_{j}=\left[R_{002}^{j j}\right] .
$$

By a similar discussion as the above, one can deduce that

$$
\begin{equation*}
\left\|F_{0 i^{\prime} j^{\prime}}\right\|_{D(s-\rho, r) \times \Pi} \leq \frac{c\left\|R_{0 i^{\prime} j^{\prime}}\right\|_{s}}{\alpha^{4 \bar{n}+4} \rho^{4 \tau(\bar{n}+1)+\bar{n}+n}} \tag{3.21}
\end{equation*}
$$

with $\left(i^{\prime}, j^{\prime}\right)=(1,1),(2,0)$ or $(0,2)$
It follows from (3.16), (3.17) and (3.21) that

$$
\begin{equation*}
\left\|X_{F}\right\|_{r ; D(s-\rho, r) \times \Pi} \leq \frac{c \epsilon}{\alpha^{\bar{\nu}} \rho^{\nu}} \tag{3.22}
\end{equation*}
$$

with $\bar{\nu}=4(\bar{n}+1)$ and $\nu=4 \tau(\bar{n}+1)+n+\bar{n}$.
Let $\chi:(p, q) \rightarrow\left(-F_{y_{+}}, F_{x}\right)$ Since $\Psi=i d+\chi$, we combine the estimate of $F$ in (3.22) and the Cauchy estimate to obtain

$$
\begin{gathered}
\|\Psi-i d\|_{r ; D\left(s-3 \rho, \frac{r}{4}\right) \times \Pi} \leq \frac{c \epsilon}{\alpha^{\bar{\nu}} \rho^{\nu}} \\
\|D \Psi-i d\|_{r ; D\left(s-3 \rho, \frac{r}{4}\right) \times \Pi} \leq \frac{c \epsilon}{\alpha^{\bar{\nu}} \rho^{\nu+1}} .
\end{gathered}
$$

E. Choices of parameters in KAM iteration: Set

$$
0<E<1, \quad \eta=E, \quad \epsilon=\eta^{2} \alpha^{2 \bar{\nu}} \rho^{2 \nu} E, \quad \frac{e^{-K \rho}}{\eta^{2}}=E, \quad h=\frac{\alpha}{2(K+2)^{\tau+1} T} .
$$

Let $\sigma \in(0,1)$ We denote

$$
\begin{gathered}
\rho_{+}=\sigma \rho, \quad s_{+}=s-5 \rho, \quad r_{+}=\eta r \\
\alpha_{+}=\alpha-(K+2)^{\tau+1} \epsilon, \quad \epsilon_{+}=c \eta \epsilon, \quad E_{+}=c E^{\frac{4}{3}} .
\end{gathered}
$$

From the equality

$$
P-R=\sum_{|2 l|+|i|+|j| \leqslant 2, k \geqslant K} P_{l i j} \hat{y}^{l} u^{i} \hat{v}^{j}+\sum_{2|l|+|i|+|j| \geqslant 3} P_{l i j} \hat{y}^{l} u^{i} \hat{v}^{j},
$$

we get

$$
\begin{equation*}
\left\|X_{P-R}\right\|_{\eta r ; \mathcal{D}(s-5 \rho, \eta r) \times \Pi} \leqslant c \cdot \epsilon\left(\eta+\frac{e^{-K \rho}}{\eta^{2}}\right) . \tag{3.23}
\end{equation*}
$$

By (3.9) and 3.23, we have

$$
\begin{aligned}
\left\|X_{P_{+}}\right\|_{\eta r ; D(s-5 \rho, \eta r) \times \Pi_{+}} & \leq c \cdot \epsilon\left(\eta+\frac{e^{-K \rho}}{\eta^{2}}\right)+\frac{c \epsilon^{2}}{\eta^{2} \alpha^{2 \bar{\nu}} \rho^{2 \nu}} \\
& \leq c \eta \epsilon=c \alpha^{2 \bar{\nu}} \rho^{2 \nu} E^{4} \\
& \leq \alpha_{+}^{2 \bar{\nu}} \rho_{+}^{2 \nu} E_{+}^{3} .
\end{aligned}
$$

Setting $\epsilon_{+}=\alpha_{+}^{2 \bar{\nu}} \rho_{+}^{2 \nu} E_{+}^{3}$, so we arrive at

$$
\left\|X_{P_{+}}\right\|_{r_{+} ; \mathcal{D}\left(s_{+}, r_{+}\right) \times \Pi_{+}} \leq \epsilon_{+},
$$

Given the choice of $\alpha_{+}$, for $\xi \in \Pi_{+}$and $0 \neq k \leq K$, we have

$$
\begin{aligned}
\left|\left\langle k, \omega_{+}(\xi)\right\rangle-2 \pi w\right| & \\
& \geqslant|\langle k, \omega(\xi)\rangle+2 \pi w|-\left|\left\langle k, \omega_{+}(\xi)-\omega(\xi)\right\rangle\right| \\
& \geq \frac{2}{(2+|k|)^{\tau}}\left[\alpha-(2+K)^{\tau+1} \epsilon\right]
\end{aligned}
$$

Similarly, for sufficiently large $K$ we have

$$
\left|\left\langle k, \omega_{+}(\xi)\right\rangle+s_{1} \theta_{+i}(\xi)+s_{1} \theta_{+j}(\xi)-2 \pi w\right| \geqslant \frac{2}{(2+|k|)^{\tau}}\left[\alpha-(2+K)^{\tau+1} \epsilon\right]
$$

with $0<\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2, s_{d} \in \mathbb{Z},(d=1,2), \xi \in \Pi_{+}$and $0 \neq k \leq K$ In view of $\alpha_{+}=\alpha-(2+K)^{\tau+1} \epsilon$, we have

$$
\left|\left\langle\omega_{+}(\xi), k\right\rangle-s_{1} \theta_{+i}(\xi)-s_{2} \theta_{+j}(\xi)-2 \pi w\right| \geqslant \frac{2 \alpha_{+}}{(2+|k|)^{\tau}}
$$

where $\xi \in \Pi_{+}$for all $k \in \mathbb{Z}^{n}\left(0<|k| \leq K_{+}\right), 0 \leqslant\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2$, and $s_{d} \in \mathbb{Z}$ ( $d=1,2$ ).

Given the choice of $T_{+}$, we suppose that $h_{+} \leq \frac{5}{6} h$ For $\xi \in \Pi_{h_{+}}^{+}$, it follows the Cauchy estimate that

$$
\left|\partial\left(\omega_{+}(\xi)-\omega(\xi)\right) / \partial \xi\right|_{h_{+}} \leq \frac{\left|\omega_{+}(\xi)-\omega(\xi)\right|_{h}}{h-h_{+}} \leq \frac{6 \epsilon}{h}
$$

Letting $T_{+}=T+\frac{6 \epsilon}{h}$ and $h_{+}=\frac{\alpha_{+}}{T_{+}\left(2+K_{+}\right)^{\tau+1}}$, we obtain

$$
\max _{\xi \in \Pi_{h_{+}}}\left|\partial \omega_{+} / \partial \xi\right| \leqslant \max _{\xi \in \Pi_{h_{+}}}\left|\partial\left(\omega_{+}-\omega(\xi)\right) / \partial \xi\right|+\max _{\xi \in \Pi_{h_{+}}}|\partial \omega / \partial \xi| \leq T_{+}
$$

and

$$
\max _{\xi \in \Pi_{h_{+}}}\left|\partial \theta_{+} / \partial \xi\right| \leq T_{+}
$$

3.2. Iteration. Set

$$
\begin{aligned}
& s_{0}=s, \quad \rho_{0}=(1-\sigma) s / 10, \quad r_{0}=r, \quad \alpha_{0}=\alpha \\
& \eta_{0}=E_{0}, \quad \epsilon_{0}=\alpha_{0}^{2 \bar{\nu}} \rho_{0}^{2 \nu} E_{0} \eta_{0}^{2}, \quad \frac{e^{-K_{0} \rho_{0}}}{\eta_{0}^{2}}=E_{0}
\end{aligned}
$$

Let

$$
\omega_{0}(\xi)=\omega(\xi), \quad \theta_{0}(\xi)=\left(\theta_{01}(\xi), \theta_{02}(\xi), \ldots, \theta_{0 m}(\xi)\right)
$$

$$
\begin{aligned}
\Pi_{0}=\{ & \xi \in \Pi:\left|\left\langle\omega_{0}(\xi), k\right\rangle-s_{1} \theta_{0 i}(\xi)-s_{2} \theta_{0 j}(\xi)-2 \pi w\right| \geqslant \frac{2 \alpha}{(1+|k|)^{\tau}} \\
& \left.k \in Z^{n}, 0<|k| \leq K_{0}, 0 \leqslant\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2, s_{d} \in \mathbb{Z}, d=1,2\right\}
\end{aligned}
$$

Let

$$
T_{0}=T=\max _{\xi \in \Pi_{h}}\left\{\left|\frac{\partial \omega(\xi)}{\partial \xi}\right|,\left|\frac{\partial \theta(\xi)}{\partial \xi}\right|\right\}, \quad h_{0}=\frac{\alpha_{0}}{\left(2+K_{0}\right)^{\tau+1} T_{0}}
$$

Assume that $\rho_{j}, s_{j}, r_{j}, E_{j}, \alpha_{j}, T_{j}$ are well-defined for the $j$-th step. Then we define $\eta_{j}, K_{j}, \epsilon_{j}, h_{j}$ as follows:

$$
\begin{align*}
\eta_{j}=E_{j}, \quad \epsilon_{j}=\alpha_{j}^{2 \bar{\nu}} \rho_{j}^{2 \nu} E_{j} \eta_{j}^{2}  \tag{3.24}\\
\frac{e^{-K_{j} \rho_{j}}}{\eta_{j}^{2}}=E_{j}, \quad h_{j}=\frac{\alpha_{j}}{(1+K)_{j}^{\tau+1} T_{j}} \tag{3.25}
\end{align*}
$$

Define the inductive sequences:

$$
\begin{gather*}
\rho_{j+1}=\sigma \rho_{j}, \quad s_{j+1}=s_{j}-5 \rho, \quad r_{j+1}=\eta_{j} r_{j}  \tag{3.26}\\
\alpha_{j+1}=\alpha_{j}-\left(1+K_{j}\right)^{\tau+1} \epsilon_{j}, \quad E_{j+1}=c E_{j}^{\frac{4}{3}}, \quad T_{j+1}=T_{j}+\frac{6 \epsilon_{j}}{d_{j}} \tag{3.27}
\end{gather*}
$$

Let

$$
\begin{gathered}
\Pi_{j+1}=\left\{\xi \in \Pi_{j}:\left|\left\langle\omega_{j+1}(\xi), k\right\rangle-s_{1} \theta_{j+1 i}(\xi)-s_{2} \theta_{j+1 z}(\xi)-2 \pi w\right| \geqslant \frac{2 \alpha_{j+1}}{(|k|+2)^{\tau}}\right. \\
\left.K_{j}<|k| \leq K_{j+1}, 0 \leqslant\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2, s_{d} \in \mathbb{Z}, d=1,2\right\}
\end{gathered}
$$

and

$$
\Pi_{j+1_{h_{j+1}}}=\left\{\xi \in C^{n}: \operatorname{dist}\left(\xi, \Pi_{j+1}\right) \leqslant h_{j+1}\right\}
$$

The proofs of the following two Lemmas are similar to the idea described in [20, 29. To make the paper self-contained, we present our proofs in the Appendix.
Lemma 3.2. In view of definitions of parameters in (3.24)-(3.27), we have

$$
\begin{gather*}
h_{j+1} \leq \frac{5}{6} h_{j}, \quad \max _{\xi \in \Pi_{h_{j+1}}}\left\{\left|\frac{\partial \omega_{j+1}(\xi)}{\partial \xi}\right|,\left|\frac{\partial \theta_{j+1}(\xi)}{\partial \xi}\right|\right\} \leq T_{j+1}  \tag{3.28}\\
T_{0} \leq T_{j} \leq T_{0}+1, \quad \frac{1}{2} \alpha_{j} \leq \alpha_{j+1} \leq \alpha_{j} \tag{3.29}
\end{gather*}
$$

Remark 3.3. By the KAM iteration theory and Lemma 3.2, the KAM step can iterate infinitely times.

We now provide some useful estimates on the Gevrey-smoothness and convergence of the iteration. Let

$$
\begin{equation*}
D_{j}^{\beta}=\frac{c \alpha_{j-1}^{\bar{\nu}} \rho_{j-1}^{\nu} E_{j-1}^{3} \beta!}{h_{j}^{|\beta!|}} \quad \text { and } \quad J_{j}^{\beta}=\frac{c \epsilon_{j-1} \beta!}{h_{j}^{|\beta!|}} \tag{3.30}
\end{equation*}
$$

Then a straightforward calculation can lead to the following result.
Lemma 3.4. If $D_{j}^{\beta}$ and $J_{j}^{\beta}$ are defined by (3.30, then

$$
\begin{aligned}
& D_{j}^{\beta} \leq c \rho_{j}^{\nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4 n+1)}} \\
& J_{j}^{\beta} \leq c \rho_{j}^{2 \nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4(n+1)}}
\end{aligned}
$$

where $M=\frac{2 T+1}{\alpha}\left[\frac{4(\mu-1)(n+1)}{3}\right]^{\mu-1}, \mu=\tau+\delta$ and $c$ only depends on $n, \alpha$ and $\mu$.

Using the generating functions $\left\langle p, q_{+}\right\rangle+F_{j}\left(p, q_{+}\right)$to define $\left\{\Psi_{j}(\cdot ; \xi)\right\}$, the Cauchy estimate gives

$$
\left\|\Psi_{j}-i d\right\|_{r_{j} ; D\left(s_{j}-3 \rho_{j}, r_{j}\right) \times \Pi_{h_{j}}} \leq \frac{c \epsilon_{j}}{\alpha_{j}^{\bar{\nu}} \rho_{j}^{\nu}}, \quad\left\|D \Psi_{j}-I d\right\|_{r_{j} ; D\left(s_{j}-3 \rho_{j}, r_{j}\right) \times \Pi_{h_{j}}} \leq \frac{c \epsilon_{j}}{\alpha_{j}^{\bar{\nu}} \rho_{j}^{\nu+1}}
$$

Let $\Psi^{j}=\Psi_{1} \circ \Psi_{2} \circ \cdots \circ \Psi_{j}$. Then we have $\left\{\Phi_{j+1}(\cdot ; \xi)=\left(\Psi^{j}\right)^{-1} \circ \Phi_{j} \circ \Psi^{j}\right\}$, generated by $H_{j+1}(\cdot ; \xi)=N_{j+1}+P_{j+1}$, where

$$
N_{j+1}=\left\langle x+\omega_{j+1}(\xi), \hat{y}\right\rangle+\left\langle A_{j+1} u, \hat{v}\right\rangle+\frac{1}{2}\left\langle B_{j+1} u, u\right\rangle+\frac{1}{2}\left\langle C_{j+1} \hat{v}, \hat{v}\right\rangle
$$

with

$$
\begin{gathered}
\left|\omega_{j+1}-\omega_{j}\right| \leq \epsilon_{j}, \quad\left|\theta_{j+1}-\theta_{j}\right| \leq c \epsilon_{j}, \quad \forall j \geqslant 1 \\
\left\|X_{P_{j+1}}\right\|_{r_{j+1} ; \mathcal{D}\left(s_{j+1}, r_{j+1}\right) \times \Pi_{h_{j+1}}} \leq \epsilon_{j+1}
\end{gathered}
$$

3.3. Convergence of the KAM iteration. Following [29, 30, 31], we have

$$
\begin{gathered}
\left\|\Psi^{j}-\Psi^{j-1}\right\|_{r_{j} ; D\left(s_{j}-3 \rho_{j}, r_{j}\right) \times \Pi_{h_{j}}} \leq c \alpha_{j-1}^{\bar{\nu}} \rho_{j-1}^{\nu} E_{j-1}^{3} \\
\left\|D\left(\Psi^{j}-\Psi^{j-1}\right)\right\|_{r_{j} ; D\left(s_{j}-3 \rho_{j}, r_{j}\right) \times \Pi_{h_{j}}} \leq \alpha_{j-1}^{\bar{\nu}} \rho_{j-1}^{\nu+1} E_{j-1}^{3}
\end{gathered}
$$

By the Cauchy estimate and Lemma 3.4 , we have

$$
\begin{gathered}
\left\|\partial_{\xi}^{\beta}\left(\Psi^{j}-\Psi^{j-1}\right)\right\|_{r_{j} ; D\left(s_{j}-3 \rho_{j}, r_{j}\right) \times \Pi_{j}} \leq \rho_{j}^{\nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4(n+1)}} \\
\left\|\partial_{\xi}^{\beta} D\left(\Psi^{j}-\Psi^{j-1}\right)\right\|_{r_{j} ; D\left(s_{j}-3 \rho_{j}, r_{j}\right) \times \Pi_{j}} \leq \rho_{j}^{\nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4(n+1)}} \\
\left\|\partial_{\xi}^{\beta}\left(\omega_{j}-\omega_{j-1}\right)\right\|_{\Pi_{j}} \leq \rho_{j}^{2 \nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4(n+1)}} \\
\left\|\partial_{\xi}^{\beta}\left(\theta_{j}-\theta_{j-1}\right)\right\|_{\Pi_{j}} \leq \rho_{j}^{2 \nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4(n+1)}}
\end{gathered}
$$

Since $s_{j} \rightarrow s / 2, r_{j} \rightarrow 0$, and $h_{j} \rightarrow 0$ as $j \rightarrow \infty$, we define

$$
D_{*}=D\left(\frac{s}{2}, 0\right), \quad \Pi_{*}=\cap_{j \geq 0} \Pi_{j} \quad \text { and } \quad \Psi_{*}=\lim _{j \rightarrow \infty} \Psi^{j}
$$

So we have $\partial_{\xi}^{\beta} \Psi^{j} \rightarrow \partial_{\xi}^{\beta} \Psi^{*}$ on $D\left(\frac{s}{2}, \frac{r}{2}\right)$ and

$$
\left\|\partial_{\xi}^{\beta}\left(\Psi_{*}-i d\right)\right\|_{\frac{r}{2} ; D\left(\frac{s}{2}, \frac{r}{2}\right) \times \Pi_{*}} \leq c \rho_{0}^{\nu} M^{|\beta|} \beta!^{\mu} E_{0}^{\frac{9}{4(n+1)}}
$$

for $\beta \in Z_{n}^{+}$. Thus, we arrive at 2.5 .
Let $\omega_{*}=\lim _{j \rightarrow \infty} \omega_{j}$ and $\theta_{*}=\lim _{j \rightarrow \infty} \theta_{j}$ We then have

$$
\begin{aligned}
\left|\partial_{\xi}^{\beta}\left(\omega_{*}(\xi)-\omega(\xi)\right)\right|_{\Pi_{*}} & \leq c \rho_{0}^{2 \nu} M^{|\beta|} \beta!^{\mu} E_{0}^{\frac{9}{4(n+1)}} \\
\left|\partial_{\xi}^{\beta}\left(\theta_{*}(\xi)-\theta(\xi)\right)\right|_{\Pi_{*}} & \leq c \rho_{0}^{2 \nu} M^{|\beta|} \beta!^{\mu} E_{0}^{\frac{9}{4(n+1)}}
\end{aligned}
$$

for all $\beta \in Z_{n}^{+}$. Thus, we arrive at the desired result (2.6) and 2.7) Moreover, we have

$$
\left|\left\langle\omega_{*}(\xi), k\right\rangle-s_{1} \theta_{* i}(\xi)-s_{2} \theta_{* j}(\xi)-2 \pi w\right| \geq \frac{\alpha_{*}}{(2+|k|)^{\tau}}
$$

where $\xi \in \Pi_{*}, 0 \neq k \in Z^{n}, 0 \leqslant\left|s_{1}\right|+\left|s_{2}\right| \leqslant 2, s_{d} \in \mathbb{Z}(d=1,2), \alpha_{*}=\lim _{j \rightarrow \infty} \alpha_{j}$ with $\frac{\alpha_{0}}{2}<\alpha_{*}<\alpha_{0}$ This implies that 2.8 holds.
3.4. Estimate of measure. We consider the measure of the subset $\Pi_{*}$ such that the small divisor conditions (2.2)-2.4) hold for all $\omega_{j}, \theta_{j}, \alpha_{j}$ and $j \geq 1$

Recalling 2.1, we know that the frequency $\omega_{j}(\xi)$ satisfies 2.1. Thus, we can follow the same approach as in [28, 29] to obtain the estimate for $\Pi_{*}$. Here we omit the details.

## 4. Appendix

Proof of Lemma 3.2. From the definitions of $E_{j}$ and $\rho_{j}$, we have $E_{j} \leq\left(c E_{0}\right)^{(4 / 3)^{j}}$ Letting $x_{j}=K_{j} \rho_{j}=-\ln E_{j}^{3}$, we have

$$
\frac{K_{j+1}}{K_{j}}=\frac{1}{2} \frac{\ln c}{\ln E_{j}}+\frac{4}{3 \sigma}
$$

Let $E_{0}$ be small enough such that

$$
-\frac{\ln c}{\ln E_{j}} \leq(1-\sigma) \frac{4}{3}
$$

Then we get

$$
\frac{4}{3} \leq \frac{K_{j+1}}{K_{j}} \leq \frac{4}{3 \rho}
$$

Moreover, for a sufficiently small $E_{0}$, we have that $24<K_{j}<K_{j+1}$ Then we have

$$
\frac{h_{j+1}}{h_{j}}=\frac{\alpha_{j+1}}{\alpha_{j}} \cdot \frac{T_{j}}{T_{j+1}} \cdot \frac{\left(2+K_{j}\right)^{\tau}}{\left(2+K_{j+1}\right)^{\tau}} \leq \frac{5}{6} .
$$

Clearly, $h_{j+1} \leq \frac{5}{6} h_{j}$ and so the assumption $h_{+} \leq \frac{5}{6} h$ holds. Suppose that

$$
\max _{\xi \in \Pi_{h_{j}}}\left\{\left|\frac{\partial \omega_{j}(\xi)}{\partial \xi}\right|,\left|\frac{\partial \theta_{j}(\xi)}{\partial \xi}\right|\right\} \leq T_{j}
$$

From (3.27), we know that $T_{j+1}=T_{j}+\frac{6 \epsilon_{j}}{d_{j}}$. Since $h_{j+1} \leq \frac{5}{6} h_{j}$ and $\left|\omega_{j+1}-\omega_{j}\right| \leqslant \epsilon$, we have

$$
\begin{aligned}
\left|\frac{\partial \omega_{j+1}}{\partial \xi}\right| & =\left|\frac{\partial\left(\omega_{j+1}-\omega_{j}+\omega_{j}\right)}{\partial \xi}\right| \\
& \leq\left|\frac{\partial\left(\omega_{j+1}-\omega_{j}\right)}{\partial \xi}\right|+\left|\frac{\partial \omega_{j}}{\partial \xi}\right| \leq T_{j+1}
\end{aligned}
$$

and similarly,

$$
\left|\frac{\partial \theta_{j+1}}{\partial \xi}\right| \leqslant T_{j+1}
$$

Consequently, by mathematical induction we obtain the desired result 3.28).
From the definitions of $T_{j}, h_{j}$ and $\epsilon_{j}$, we have

$$
\begin{aligned}
T_{j+1} & =T_{j}+\frac{6 \epsilon_{j}}{d_{j}} \\
& =T_{0}+\sum_{i=0}^{j} \frac{6 \epsilon_{i}}{h_{i}} \\
& =T_{0}+6 \sum_{i=0}^{j}\left(x_{i}\right)^{2 \nu} e^{-x_{i}} T_{i}
\end{aligned}
$$

Let $E_{0}$ be sufficiently small such that

$$
\sum_{i=0}^{j}\left(x_{i}\right)^{2 \nu} e^{-x_{i}} T_{i} \leq \frac{1}{6}
$$

then we have $T_{0} \leq T_{j} \leq T_{0}+1$.
Note that $\alpha_{j}^{2 \bar{\nu}} \leqslant \alpha_{j}$ and $\left(2+K_{j}\right)^{\tau+1} \leqslant\left(3 K_{j}\right)^{2 \nu}$. Then we have

$$
\begin{gathered}
\alpha_{j}^{2 \bar{\nu}} \rho_{j}^{2 \nu}\left(2+K_{j}\right)^{2 \nu} E_{j}^{3} \leqslant \alpha_{j}\left(3 \rho_{j} K_{j}\right)^{2 \nu} E_{j}^{3} \leqslant \alpha_{j}\left(3 x_{j}\right)^{2 \nu} e^{-x_{j}}, \\
\alpha_{j+1}=\alpha_{j}-\left(2+K_{j}\right)^{\tau+1} \epsilon_{j} \geqslant \alpha_{j}\left(1-\left(3 x_{j}\right)^{2 \nu} e^{-x_{j}}\right) .
\end{gathered}
$$

If $E_{0}$ is sufficiently small, then it gives

$$
\prod_{j=1}^{\infty}\left(1-\left(3 x_{j}\right)^{2 \nu} e^{-x_{j}}\right)=1-O\left(x_{0}^{-1}\right)>\frac{1}{2}
$$

Thus, we obtain

$$
\frac{1}{2} \alpha_{j} \leq \alpha_{j+1} \leq \alpha_{j}
$$

Proof of Lemma 3.4. By the choices of parameters, we have

$$
\begin{aligned}
\rho_{j+1} x_{j+1}^{\frac{\delta}{\tau+1}} & =\rho_{j+1} K_{j+1}^{\frac{\delta}{\tau+1}} \rho_{j+1}^{\frac{\delta}{\tau+1}} \\
& \geqslant\left(\frac{4}{3}\right)^{\frac{\delta}{\tau+1}} \sigma^{\frac{\delta \tau+1}{\tau+1}} \rho_{j} \rho_{j}^{\frac{\delta}{\tau+1}} K_{j}^{\frac{\delta}{\tau+1}} \\
& =\left(\frac{4}{3}\right)^{\frac{\delta}{\tau+1}} \sigma^{\frac{\delta+\tau+1}{\tau+1}} \rho_{j} x_{j}^{\frac{\delta}{\tau+1}} .
\end{aligned}
$$

Choosing $\sigma=\left(\frac{3}{4}\right)^{\frac{\delta}{\delta+\sigma+1}}$, we get $\left(\frac{4}{3}\right)^{\frac{\delta}{\tau+1}} \sigma^{\frac{\delta+\tau+1}{\tau+1}} \geqslant 1$ Since $\rho_{0} x_{0}^{\frac{\delta}{\tau+1}} \geq 1$, we have $\rho_{j} x_{j}^{\frac{\delta}{T+1}} \geq 1$ for all $j \geqslant 1$, and hence $\frac{1}{\rho_{j}} \leq x_{j}^{\frac{\delta}{\tau+1}}$ So we have

$$
K_{j}=\frac{x_{j}}{\rho_{j}} \leq x_{j}^{1+\frac{\delta}{\tau+1}}
$$

which implies that $K_{j}^{\tau+1} \leq x_{j}^{\tau+1+\delta}$ In view of $h_{j}=\frac{\alpha_{j}}{(K+2)_{j}^{\tau+1} T_{j}}, T_{j}<T+1, \frac{1}{2} \alpha \leq \alpha_{j}$ and $E_{j-1}=E_{j}^{\frac{3}{4}}=e^{-\frac{x_{j}}{4}}$, we have

$$
\begin{aligned}
D_{j}^{\beta} & \leq c \alpha^{\bar{\nu}} \rho_{j}^{\nu} \beta!\left(\frac{T+1}{\frac{\alpha}{2}}\right)^{|\beta|}\left(x_{j}^{\tau+1+\delta}\right)^{|\beta|} e^{-3 x_{j} / 4} \\
& \leq c \rho_{j}^{\nu}\left(\frac{2(T+1)}{\alpha}\right)^{|\beta|} \beta!e^{-\frac{3 x_{j}}{4} \frac{1}{n+1}}\left[x_{j}^{\beta_{1}} e^{-\frac{3 x_{j}}{4} \frac{1}{(\tau+\delta)(n+1)}} \ldots x_{j}^{\beta_{n}} e^{-\frac{3 x_{j}}{4} \frac{1}{(\tau+\delta)(n+1)}}\right]^{\tau+\delta} \\
& \leq c \rho_{j}^{\nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4(n+1)}}
\end{aligned}
$$

where $M=\frac{2 T+1}{\alpha}\left[\frac{4(\mu-1)(n+1)}{3}\right]^{\mu-1}, \mu=\tau+\delta$ and $c$ only depends on $n, \alpha$ and $\mu$.
In an analogous manner, we can derive

$$
J_{j}^{\beta} \leq c \rho_{j}^{2 \nu} M^{|\beta|} \beta!^{\mu} E_{j}^{\frac{9}{4(n+1)}}
$$
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