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#### Abstract

In this article, using the sub-supersolution method and Rabinowitztype global bifurcation theory, we prove some results on existence, uniqueness and multiplicity of positive solutions for some singular nonlocal elliptic problems.


## 1. Introduction

In this article, we consider the nonlocal elliptic problems

$$
\begin{gather*}
-a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right) \Delta u=K(x) u^{-\mu}, \quad x \text { in } \Omega, \\
u(x)>0, \quad x \text { in } \Omega,  \tag{1.1}\\
u(x)=0, \quad x \text { on } \partial \Omega
\end{gather*} .
$$

and

$$
\begin{gather*}
-a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right) \Delta u=\lambda\left(u^{q}+K(x) u^{-\mu}\right), \quad x \text { in } \Omega, \\
u(x)>0, \quad x \text { in } \Omega,  \tag{1.2}\\
u(x)=0, \quad x \text { on } \partial \Omega,
\end{gather*}
$$

where $\Omega \subseteq \mathbb{R}^{N}(N \geq 1)$ is a sufficiently regularity domain, $q>0, \lambda \geq 0, \mu>0$ and $\gamma \in(0,+\infty)$.

Obviously, if $a(t) \equiv 1$ for $t \in[0,+\infty)$, (1.1) and (1.2) are singular elliptic boundary value problems and there are many results on existence, uniqueness and multiplicity of positive solutions, see [12, 13, 14, 15, 18, 20, 21, 22, 23, and their references. Chipot and Lovat [6] considered the model problem

$$
\begin{gather*}
u_{t}-a\left(\int_{\Omega} u(z, t) d z\right) \Delta u=f, \quad \text { in } \Omega \times(0, T), \\
u(x, t)=0, \quad \text { on } \Gamma \times(0, T),  \tag{1.3}\\
u(x, 0)=u_{0}(x), \quad \text { on } \Omega .
\end{gather*}
$$

[^0]Here $\Omega$ is a bounded open subset in $\mathbb{R}^{N}, N \geq 1$ with smooth boundary $\Gamma, T$ is some arbitrary time. Notice that if $u(x, t)$ is independent from $t, 1.3$ is a nonlocal elliptic problems such as

$$
\begin{gather*}
-a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right) \Delta u=f(x, u), \quad x \text { in } \Omega  \tag{1.4}\\
u(x)=0, \quad x \text { on } \partial \Omega
\end{gather*}
$$

And a more generalized problem of 1.4 is

$$
\begin{gather*}
-A(x, u) \Delta u=f(x, u), \quad x \text { in } \Omega \\
u(x)>0, \quad x \text { in } \Omega  \tag{1.5}\\
u(x)=0, \quad x \text { on } \partial \Omega
\end{gather*}
$$

where $A: \Omega \times L^{p}(\Omega) \rightarrow R^{+}$is a measurable function.
By establishing comparison principles, using the results on fixed point index theory, sub-supersolution method, some authors obtained the existence of at least one positive solutions for (1.4) or (1.5), see [5, 7, 8, (9, 10, 19 , and their references. We notice that the nonlocal term $A(x, u)$ or $a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right)$ causes that the monotonic nondecreasing of $f$ being necessary for using the sub-supersolution method. Up to now, there are fewer results on the existence and multiplicity of positive solutions for 1.4 or 1.5 when $f(x, u)$ is singular at $u=0$. Very recently, an interesting result on the following problems is obtained

$$
\begin{align*}
-a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right) \Delta u= & h_{1}(x, u) f\left(\int_{\Omega}|u(x)|^{p} d x\right) \\
& +h_{2}(x, u) g\left(\int_{\Omega}|u(x)|^{r} d x\right), \quad x \text { in } \Omega  \tag{1.6}\\
u= & 0, \quad x \text { on } \partial \Omega
\end{align*}
$$

where $\gamma, r, p \geq 1$ and in which Alves and Covei showed that the existence of solution for some classes of nonlocal problems without of the monotonic nondecreasing of $h_{1}$ (see [4]) as $h_{1}(x, u)=\frac{1}{u^{\alpha}}, \alpha \in(0,1)$. In [16], applying the change of variable and the theory of fixed point index on a cone, do Ó obtained the multiplicity of radial positive solutions for some nonlocal and nonvariational elliptic systems when the nonlinearities $f_{i}$ is nondecreasing in $u$ without singularity at $u=0, i=1,2, \ldots, n$ and $\Omega=\left\{x \in \mathbb{R}^{N}\left|0<r_{1}<|x|<r_{2}\right\}\right.$.

In this article, we consider the existence, uniqueness and multiplicity of positive solutions to 1.1 and 1.2 when $\mu>0$ is arbitrary.

This paper is organized as follows. In Section 2, according to the idea in 4, 11, we prove a new result on the existence of classical solutions by using subsupersolution method with maximum principle. In section 3, using Theorem 2.4 , the existence and uniqueness of positive solution to 1.1 are presented. In section 4, by Rabinowitz-type global bifurcation theory, we discuss the global results and obtain the multiplicity of positive solutions for 1.2 .

## 2. SUB-Supersolution method

Now we consider a general problem

$$
\begin{gather*}
-a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right) \Delta u=F(x, u), \quad x \text { in } \Omega  \tag{2.1}\\
u=0, \quad x \text { on } \partial \Omega
\end{gather*}
$$

where $\Omega \subseteq \mathbb{R}^{N}$ is a smooth bounded domain, $\gamma \in(0,+\infty)$ and $a:[0,+\infty) \rightarrow$ $(0,+\infty)$ is continuous function with

$$
\begin{equation*}
\inf _{t \in[0,+\infty)} a(t) \geq a(0)=: a_{0}>0 \tag{2.2}
\end{equation*}
$$

Let $C(\bar{\Omega})=\{u: \bar{\Omega} \rightarrow R \mid u$ be a continuous function on $\bar{\Omega}\}$ with norm $\|u\|=$ $\max _{x \in \bar{\Omega}}|u(x)|$.

Definition 2.1. The pair functions $\alpha$ and $\beta$ with $\alpha, \beta \in C(\bar{\Omega}) \cap C^{2}(\Omega)$ are subsolution and supersolution of 2.1 if $\alpha(x) \leq u \leq \beta(x)$ for $x \in \Omega$ and

$$
\begin{gathered}
-\Delta \alpha(x) \leq \frac{1}{b_{0}} F(x, \alpha(x)), \quad x \text { in } \Omega \\
\left.\alpha\right|_{\partial \Omega} \leq 0
\end{gathered}
$$

and

$$
\begin{gathered}
-\Delta \beta(x) \geq \frac{1}{a_{0}} F(x, \beta(x)), \quad x \text { in } \Omega \\
\left.\beta\right|_{\partial \Omega} \geq 0
\end{gathered}
$$

where $a_{0}=a(0)$ and

$$
b_{0}=\sup _{t \in\left[0, \int_{\Omega} \max \{|\alpha(x)|,|\beta(x)|\}^{\gamma} d x\right]} a(t) .
$$

For a fixed $\lambda>0$, we state the problem

$$
\begin{gather*}
-\Delta u+\lambda u(x)=h(x), \quad x \text { in } \Omega  \tag{2.3}\\
u=0, \quad \text { on } \partial \Omega
\end{gather*}
$$

where $\Omega \subseteq \mathbb{R}^{N}$ is a smooth bounded domain and give the deformation of Agmon-Douglas-Nirenberg theorem for (2.3).

Theorem 2.2 (Agmon-Douglas-Nirenberg [1). If $h \in C^{\alpha}(\bar{\Omega})$, then 2.3) has a unique solution $u \in C^{2+\alpha}(\bar{\Omega})$ such that

$$
\|u\|_{2+\alpha} \leq C_{1} \|\left. h\right|_{\infty}
$$

if $h \in L^{p}(\Omega)(p>1)$, then 2.3) has a unique solution $u \in W_{p}^{2}(\Omega)$ such that

$$
\|u\|_{2, p} \leq C_{2}\|h\|_{p}
$$

where $C_{1}, C_{2}$ ere independent from $u, h$.
We define the unique solution $u=(-\Delta+\lambda)^{-1} h$ of 2.3). Obviously $(-\Delta+\lambda)^{-1}$ is a linear operator. To prove our theorem, we need the following Embedding theorem.

Lemma 2.3 ([3). Suppose $\Omega \subseteq \mathbb{R}^{N}$ is a bounded domain with smooth boundary and $p>N$. Then there exists a $C(N, p, \Omega)>0$ such that

$$
|u|_{k+\alpha} \leq C(N, p, \Omega)\|u\|_{k+1, p}, \quad \forall u \in W_{p}^{k+1}(\Omega)
$$

where $\alpha=1-\frac{N}{p}$.
Next we give our main theorem.
Theorem 2.4. Let $\Omega \subseteq \mathbb{R}^{N}(N \geq 1)$ be a smooth bounded domain and $\gamma \in(0,+\infty)$. Suppose that $F: \Omega \times R \rightarrow R$ is a continuous nonnegative function. Assume $\alpha$ and $\beta$ are the subsolution and supersolution of (2.1) respectively. Then problem (2.1) has at least one solution $u$ such that, for all $x \in \bar{\Omega}$,

$$
\alpha(x) \leq u(x) \leq \beta(x)
$$

Proof. Let

$$
\bar{F}(x, u)= \begin{cases}F(x, \alpha(x)), & \text { if } u<\alpha(x) \\ F(x, u), & \text { if } \alpha(x) \leq u \leq \beta(x) \\ F(x, \beta(x)), & \text { if } u>\beta(x)\end{cases}
$$

We will study the modified problem (for $\lambda>0$ )

$$
\begin{gather*}
-\Delta u+\lambda u=\frac{\bar{F}(x, u)}{a\left(\int_{\Omega}|\chi(x, u(x))|^{\gamma} d x\right)}+\lambda \chi(x, u), \quad x \in \Omega,  \tag{2.4}\\
\left.u\right|_{\partial \Omega}=0
\end{gather*}
$$

here $\chi(x, u)=\alpha(x)+(u-\alpha(x))^{+}-(u-\beta(x))^{+}$.
Step 1. Every solution $u$ of 2.4 is such that: $\alpha(x) \leq u(x) \leq \beta(x), x \in \bar{\Omega}$. We prove that $\alpha(x) \leq u(x)$ on $\bar{\Omega}$. Obviously, $|\chi(x, u(x))| \leq \max \{|\alpha(x)|,|\beta(x)|\}$, which implies that

$$
a_{0} \leq a\left(\int_{\Omega}|\chi(x, u(x))|^{\gamma} d x\right) \leq b_{0} .
$$

By contradiction, assume that $\max _{x \in \bar{\Omega}}(\alpha(x)-u(x))=M>0$. Note that $\alpha(x)-$ $u(x) \not \equiv M$ on $\bar{\Omega}(\alpha(x)-u(x) \leq 0, x \in \partial \Omega)$. If $x_{0} \in \Omega$ is such that $\alpha\left(x_{0}\right)-u\left(x_{0}\right)=M$, then

$$
\begin{aligned}
0 & \leq-\Delta\left(\alpha\left(x_{0}\right)-u\left(x_{0}\right)\right) \\
& \leq \frac{1}{b_{0}} F\left(x_{0}, \alpha\left(x_{0}\right)\right)-\frac{1}{a\left(\int_{\Omega}|\chi(x, u(x))|^{\gamma} d x\right)} \bar{F}\left(x_{0}, u\left(x_{0}\right)\right)-\lambda \chi\left(x_{0}, u\left(x_{0}\right)\right)+\lambda u\left(x_{0}\right) \\
& \leq-\lambda\left(\alpha\left(x_{0}\right)-u\left(x_{0}\right)\right)<0 .
\end{aligned}
$$

This is a contradiction.
Now we prove that $\beta(x) \geq u(x)$ on $\bar{\Omega}$. By contradiction, assume $\min _{x \in \bar{\Omega}}(\beta(x)-$ $u(x))=-m<0$. Note that $\beta(x)-u(x) \not \equiv-m$ on $\bar{\Omega}(\beta(x)-u(x) \geq 0, x \in \partial \Omega)$. If $x_{0} \in \Omega$ is such that $\beta\left(x_{0}\right)-u\left(x_{0}\right)=-m$, then

$$
\begin{aligned}
0 & \geq-\Delta\left(\beta\left(x_{0}\right)-u\left(x_{0}\right)\right) \\
& \geq \frac{1}{a_{0}} F\left(x_{0}, \beta\left(x_{0}\right)\right)-\frac{1}{a\left(\int_{\Omega}|\chi(x, u(x))|^{\gamma} d x\right)} \bar{F}\left(x_{0}, u\left(x_{0}\right)\right)-\lambda \chi\left(x_{0}, u\left(x_{0}\right)\right)+\lambda u\left(x_{0}\right) \\
& \geq \lambda\left(u\left(x_{0}\right)-\beta\left(x_{0}\right)\right)>0 .
\end{aligned}
$$

This is a contradiction. Consequently,

$$
\alpha(x) \leq u(x) \leq \beta(x), \quad x \in \bar{\Omega} .
$$

Step 2. Every solution of (2.4) is a solution of (2.1). Every solution of (2.4) is such that : $\alpha(x) \leq u(x) \leq \beta(x)$. By the definition of $F$ and $\chi$, we have

$$
\bar{F}(x, u(x))=F(x, u(x)), \quad \chi(x, u(x))=u(x), \quad x \in \Omega
$$

and $u$ is a solution of 2.1.
Step 3. Problem (2.4) has at least one solution. Choose $p>N, \alpha=1-\frac{N}{p}$ and define an operator

$$
\bar{N}: C(\bar{\Omega}) \rightarrow C(\bar{\Omega}) \subseteq L^{p}(\Omega) ; u \rightarrow \bar{F}(\cdot, u(\cdot))
$$

Since $F$ is continuous, the definition of $\bar{F}$ implies that $\bar{F}$ is continuous also, which guarantees $\bar{N}: C(\bar{\Omega}) \rightarrow C(\bar{\Omega})$ is well defined, continuous and maps bounded sets to bounded sets. Since 2.2 is true, $a$ is continuous and

$$
\frac{1}{a\left(\int_{\Omega}|\chi(x, u(x))|^{\gamma} d x\right)} \leq \frac{1}{a_{0}}
$$

the operator $\bar{N}_{1} u=\frac{1}{a\left(\int_{\Omega}|\chi(x, u(x))|^{\gamma} d x\right)} \bar{N} u$ is continuous, and maps bounded sets to bounded sets.

For given $\lambda>0$, we define an operator $\bar{A}: C(\bar{\Omega}) \rightarrow C(\bar{\Omega})$ by

$$
\bar{A}(u)=(-\Delta+\lambda)^{-1}\left(\bar{N}_{1} u+\lambda \chi(\cdot, u)\right) .
$$

Now we show that $\bar{A}: C(\bar{\Omega}) \rightarrow C(\bar{\Omega})$ is completely continuous.
(1) By the construction of $\bar{F}$ and $\chi$, we have, for every $u \in C(\bar{\Omega})$,

$$
\begin{aligned}
& \left|\frac{\bar{F}(x, u(x))}{a\left(\int_{\Omega}|\chi(x, u(x))|^{\gamma} d x\right)}+\lambda \chi(x, u(x))\right| \\
& \leq \frac{1}{a_{0}} \max _{x \in \bar{\Omega}, \alpha(x) \leq u \leq \beta(x)} F(x, u)+\lambda \max \{\|\alpha\|,\|\beta\|\},
\end{aligned}
$$

for all $x \in \bar{\Omega}$, which guarantees that there exists a $K>0$ big enough such that $N_{1} u+\lambda \chi(\cdot, u) \in B_{L^{p}}(0, K)$ for all $u \in C(\bar{\Omega})$, where

$$
B_{L^{p}}(0, R)=\left\{u \in L_{p}(\Omega) \mid\|u\|_{p} \leq K\right\}
$$

By Theorem 2.2, we have

$$
\begin{equation*}
\|\bar{A}(u)\|_{2, p}=\left\|(-\Delta+\lambda)^{-1}\left(\bar{N}_{1} u+\lambda \chi(\cdot, u)\right)\right\|_{2, p} \leq C_{2} K, \quad \forall u \in C(\bar{\Omega}) \tag{2.5}
\end{equation*}
$$

Lemma 2.3 implies that $\bar{A}(C(\bar{\Omega}))$ is bounded in $C^{\alpha}(\bar{\Omega})$. Therefore, $\bar{A}(C(\bar{\Omega}))$ is relatively compact in $C(\bar{\Omega})$.
(2) For $u_{1}, u_{2} \in C(\bar{\Omega})$, by Theorem 2.2, one has

$$
\left\|\bar{A}\left(u_{1}\right)-\bar{A}\left(u_{2}\right)\right\|_{2, p} \leq C_{2}\left\|\bar{N}_{1} u_{1}+\lambda \chi\left(\cdot, u_{1}\right)-\left(\bar{N}_{1} u_{2}+\lambda \chi\left(\cdot, u_{2}\right)\right)\right\|_{p}
$$

Lemma 2.3 and the continuity of the operator $N_{1}+\lambda \chi$ guarantee that $A: C(\bar{\Omega}) \rightarrow$ $C(\bar{\Omega})$ is continuous. Consequently, $A: C(\bar{\Omega}) \rightarrow C(\bar{\Omega})$ is completely continuous.

By 2.5 and Lemma 2.3, there exists a $K_{1}>0$ big enough such that

$$
\bar{A}(C(\bar{\Omega})) \subseteq B_{C}\left(0, K_{1}\right)
$$

where $B_{C}\left(0, K_{1}\right)=\left\{u \in C(\bar{\Omega}) \mid\|u\| \leq K_{1}\right\}$, which implies

$$
\bar{A}\left(B_{C}\left(0, K_{1}\right)\right) \subseteq B_{C}\left(0, K_{1}\right)
$$

The Schauder fixed point theorem guarantees that there exists a $u \in B_{C}\left(0, K_{1}\right)$ such that

$$
u=\bar{A} u
$$

i.e., $u$ is a solution of 2.4.

Consequently, steps 1 and 2 guarantee that $u$ in the step 3 is a solution of 2.1 . The proof is complete.

We remark that the difference between Theorem 2.4 and [4, Theorem 1] is that the solution $u$ is a classical solution and we use $\gamma>0$ instead of $\gamma \geq 1$. In the following sections, we assume that $a(t):[0,+\infty)$ is continuous and increasing on $[0,+\infty)$ for convenience.

## 3. The existence and uniqueness of positive solution for 1.1)

In this section, we consider the singular elliptic problems 1.1), where $K \in C^{\alpha}(\bar{\Omega})$ with $K(x)>0$ for $x \in \bar{\Omega}$, and $\mu>0$. Let $\Phi_{1}$ is the eigenfunction corresponding to the principle eigenvalue $\lambda_{1}$ of

$$
\begin{gather*}
-\Delta u=\lambda u, \quad x \in \Omega \\
\left.u\right|_{\partial \Omega}=0 \tag{3.1}
\end{gather*}
$$

It is found that $\lambda_{1}>0$, and

$$
\begin{equation*}
\Phi_{1}(x)>0, \quad\left|\nabla \Phi_{1}(x)\right|>0, \quad \forall x \in \partial \Omega \tag{3.2}
\end{equation*}
$$

Theorem 3.1. Let $\Omega \subseteq \mathbb{R}^{N}, N \geq 1$, be a bounded domain with smooth boundary $\partial \Omega$ (of class $C^{2+\alpha}, 0<\alpha<1$ ). If $K \in C^{\alpha}(\bar{\Omega}), K(x)>0$ for all $x \in \bar{\Omega}$ and $\mu>0$, then there exists a unique function $u \in C^{2+\alpha}(\Omega) \cap C(\bar{\Omega})$ such that $u(x)>0$ for all $x \in \Omega$ and $u$ is a solution of (1.1). If $\mu>1$, then there exist positive constants $b_{1}$ and $b_{2}$ such that $b_{1} \Phi_{1}(x)^{\frac{2}{1+\mu}} \leq u(x) \leq b_{2} \Phi_{1}(x)^{\frac{2}{1+\mu}}, x \in \bar{\Omega}$.

Proof. The proof is based on Theorem 2.4 and the construction of pairs of subsupersolutions. The construction of supersolutions to 1.1) when $\mu>1$ is different from that when $0<\mu \leq 1$.
(1) Assume first that $\mu>1$. In this case, let $t=2 /(1+\mu)$ and let $\Psi(x)=b \Phi_{1}(x)^{t}$ where $b>0$ is a constant. By 3.1, we deduce that

$$
\begin{equation*}
\Delta \Psi(x)+q(x, b) \Psi^{-\mu}(x)=0, \quad x \in \Omega \tag{3.3}
\end{equation*}
$$

where $q(x, b)=b^{1+\mu}\left[t(1-t)\left|\nabla \Phi_{1}(x)\right|^{2}+t \lambda_{1} \Phi_{1}(x)^{2}\right]$. Inequality (3.2) guarantees that $\min _{x \in \bar{\Omega}}\left[t(1-t)\left|\nabla \Phi_{1}(x)\right|^{2}+t \lambda_{1} \Phi_{1}(x)^{2}\right]>0$, which implies that there exists a positive constant $b$ such that

$$
\frac{1}{a_{0}} K(x)<q(x, b), \quad \forall x \in \Omega .
$$

Let $u(x)=b \Phi_{1}(x)^{t}$. Hence,

$$
\begin{equation*}
\Delta u(x)+\frac{1}{a_{0}} K(x) u(x)^{-\mu}=\left[\frac{1}{a_{0}} K(x)-q(x, b)\right] u^{-\mu}(x)<0, \quad x \in \Omega . \tag{3.4}
\end{equation*}
$$

(2) Assume that $0<\mu \leq 1$. Let $s$ be chosen to satisfy the two inequalities

$$
\begin{equation*}
0<s<1, s(1+\mu)<2 \tag{3.5}
\end{equation*}
$$

and $u(x)=c \Phi_{1}(x)^{s}$, where $c$ is a large positive constant to be chosen. For $x \in \Omega$, we have

$$
\begin{aligned}
& \Delta u(x)+\frac{1}{a_{0}} K(x) u(x)^{-\mu} \\
& =-\Phi_{1}(x)^{s-2}\left|\nabla \Phi_{1}(x)\right|^{2} c s(1-s)+\frac{1}{a_{0}} K(x) c^{-\mu} \Phi_{1}(x)^{-\mu s}-c \lambda_{1} s \Phi_{1}(x)^{s} \\
& =-\Phi_{1}(x)^{s-2}\left[\left|\nabla \Phi_{1}(x)\right|^{2} c s(1-s)-\frac{1}{a_{0}} K(x) c^{-\mu} \Phi_{1}(x)^{2-(1+\mu) s}\right]-c \lambda_{1} s \Phi_{1}(x)^{s} .
\end{aligned}
$$

From (3.2), there exists a open subset $\Omega^{\prime} \subset \subset \Omega$ and a $\delta>0$ such that

$$
\left|\nabla \Phi_{1}(x)\right|>\delta, \quad \forall x \in \bar{\Omega}-\Omega^{\prime}
$$

which together with $2-(1+\mu) s>0$ implies that there exists a $c_{1}>0$ big enough such that for all $c>c_{1}$,

$$
\left|\nabla \Phi_{1}(x)\right|^{2} c s(1-s)-\frac{1}{a_{0}} K(x) c^{-\mu} \Phi_{1}(x)^{2-(1+\mu) s}>0, \quad \forall x \in \bar{\Omega}-\Omega^{\prime}
$$

i.e. for all $c>c_{1}, x \in \bar{\Omega}-\Omega^{\prime}$

$$
\begin{equation*}
-\Phi_{1}(x)^{s-2}\left[\left|\nabla \Phi_{1}(x)\right|^{2} c s(1-s)-\frac{1}{a_{0}} K(x) c^{-\mu} \Phi_{1}(x)^{2-(1+\mu) s}\right]-c \lambda_{1} s \Phi_{1}(x)^{s} \tag{3.6}
\end{equation*}
$$

$<0$.
Moreover, from $\min _{x \in \overline{\Omega^{\prime}}} \Phi_{1}(x)>0$, there exists a $c_{2}>0$ big enough such that for all $c>c_{2}$, one has

$$
\frac{1}{a_{0}} K(x) c^{-\mu} \Phi_{1}(x)^{-\mu s}-c \lambda_{1} s \Phi_{1}(x)^{s}<0, \quad \forall x \in \bar{\Omega}^{\prime}
$$

i.e. for all $c>c_{2}, x \in \bar{\Omega}^{\prime}$,

$$
\begin{equation*}
-\Phi_{1}(x)^{s-2}\left|\nabla \Phi_{1}(x)\right|^{2} c s(1-s)+\frac{1}{a_{0}} K(x) c^{-\mu} \Phi_{1}(x)^{-\mu s}-c \lambda_{1} s \Phi_{1}(x)^{s}<0 \tag{3.7}
\end{equation*}
$$

Now choose a $c>\max \left\{c_{1}, c_{2}\right\}$. Combining (3.6) and (3.7), we have

$$
\begin{align*}
& \Delta u(x)+\frac{1}{a_{0}} K(x) u(x)^{-\mu} \\
& =-\Phi_{1}(x)^{s-2}\left[\left|\nabla \Phi_{1}(x)\right|^{2} c s(1-s)-\frac{1}{a_{0}} K(x) c^{-\mu} \Phi_{1}(x)^{2-(1+\mu) s}\right]-c \lambda_{1} s \Phi_{1}(x)^{s} \\
& <0, \quad x \in \Omega \tag{3.8}
\end{align*}
$$

Choose $d=\max \{b, c\}$ and define

$$
u^{*}(x)=\left\{\begin{array}{lll}
d \Phi_{1}^{t}(x), & x \in \bar{\Omega} & \text { if } \mu>1 \\
d \Phi_{1}^{s}(x), & x \in \bar{\Omega} & \text { if } 0<\mu \leq 1
\end{array}\right.
$$

From (3.4) and (3.8), we have

$$
\Delta u^{*}(x)+\frac{1}{a_{0}} K(x) u^{*}(x)^{-\mu}<0, \quad \forall x \in \Omega .
$$

It follows that for each $n \in \mathbb{N}$,

$$
\begin{equation*}
\Delta u^{*}(x)+\frac{1}{a_{0}} K(x)\left(u^{*}(x)+\frac{1}{n}\right)^{-\mu}<\Delta u^{*}(x)+\frac{1}{a_{0}} K(x) u^{*}(x)^{-\mu}<0, \tag{3.9}
\end{equation*}
$$

for $x \in \Omega$.

Let $b_{0}=a\left(\int_{\Omega}\left|u^{*}(x)\right|^{\gamma} d x\right)$. Choose $\varepsilon>0$ small enough such that

$$
\begin{equation*}
\frac{1}{b_{0}} K(x) 2^{-\mu}-\varepsilon \lambda_{1} \Phi_{1}(x)>0, \quad \forall x \in \Omega \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon \Phi_{1}(x)<\min \left\{1, u^{*}(x)\right\}, \quad \forall x \in \Omega \tag{3.11}
\end{equation*}
$$

From 3.1, 3.10 and 3.11, one has that for each $n \in \mathbb{N}$,

$$
\begin{equation*}
\Delta \varepsilon \Phi_{1}(x)+\frac{1}{b_{0}} K(x)\left(\varepsilon \Phi_{1}(x)+\frac{1}{n}\right)^{-\mu}>\frac{1}{b_{0}} K(x) 2^{-\mu}-\varepsilon \lambda_{1} \Phi_{1}(x)>0 \tag{3.12}
\end{equation*}
$$

for $x \in \Omega$.
Let $u_{*}(x)=\varepsilon \Phi_{1}(x), x \in \bar{\Omega}$. By the definitions of $u_{*}$ and $u^{*}$, we have

$$
\max \left\{\left|u_{*}(x)\right|,\left|u^{*}(x)\right|\right\}^{\gamma}=u^{*}(x)^{\gamma}
$$

and so

$$
\sup _{t \in\left[0, \int_{\Omega} \max \left\{\left|u_{*}(x)\right|,\left|u^{*}(x)\right|\right\}^{\gamma} d x\right]} a(t)=a\left(\int_{\Omega} u^{*}(x)^{\gamma} d x\right)=b_{0}
$$

Then for $n \in \mathbb{N}$, from 3.9 and 3.12, we have for each $n \in \mathbb{N}$,

$$
\begin{gathered}
\Delta u^{*}(x)+\frac{1}{a_{0}} K(x)\left(u^{*}(x)+\frac{1}{n}\right)^{-\mu}<0, \quad x \in \Omega \\
\left.u^{*}\right|_{\partial \Omega}=0
\end{gathered}
$$

and

$$
\begin{gathered}
\Delta u_{*}(x)+\frac{1}{b_{0}} K(x)\left(u_{*}(x)+\frac{1}{n}\right)^{-\mu}>0, \quad x \in \Omega \\
\left.u^{*}\right|_{\partial \Omega}=0
\end{gathered}
$$

Now Theorem 2.4 guarantees that for $n \in \mathbb{N}$, there exist $\left\{u_{n}\right\}$ with $u_{*}(x) \leq u_{n}(x) \leq$ $u^{*}(x)$ for all $x \in \Omega$ such that

$$
\begin{gather*}
a\left(\int_{\Omega}\left|u_{n}(x)\right|^{\gamma} d x\right) \Delta u_{n}(x)+K(x)\left(u_{n}(x)+\frac{1}{n}\right)^{-\mu}=0, \quad x \in \Omega  \tag{3.13}\\
\left.u_{n}\right|_{\partial \Omega}=0
\end{gather*}
$$

Let $\Omega_{k}=\left\{x \in \Omega \left\lvert\, u_{*}(x)>\frac{1}{k}\right.\right\}, k \in \mathbb{N}$. From (3.13), we have

$$
\left|\Delta u_{n}(x)\right| \leq \frac{1}{a_{0}} K(x) u_{*}(x)^{-\mu} \operatorname{leq} \frac{1}{a_{0}} \max _{x \in \bar{\Omega}} K(x)\left(\min _{x \in \bar{\Omega}_{k}} u_{*}(x)\right)^{-\mu}, \quad x \in \bar{\Omega}_{k}
$$

which implies that $\left\{u_{n}(x)\right\}$ is equicontinous and uniformly bounded on $\bar{\Omega}_{k}, k \in$ $\mathbb{N}$. Therefore, $\left\{u_{n}(x)\right\}$ has a uniformly convergent subsequence on every $\bar{\Omega}_{k}$. By Diagonal method, we can choose a subsequence of $\left\{u_{n}(x)\right\}$ which converges a $u_{0}$ on every $\bar{\Omega}_{k}$ uniformly. Without loss of generality, assume that

$$
\lim _{n \rightarrow+\infty} u_{n}(x)=u_{0}(x), \quad \text { uniformly on } \bar{\Omega}_{k}, k \in \mathbb{N}
$$

Obviously,

$$
u_{*}(x) \leq u_{0}(x) \leq u^{*}(x), \quad x \in \Omega
$$

which implies that

$$
\lim _{x \rightarrow y \in \partial \Omega} u_{0}(x)=0, \quad \forall y \in \partial \Omega
$$

Hence, we define $u_{0}(x)=0$, for $x \in \partial \Omega$. And the Dominated Convergence Theorem implies that

$$
\lim _{n \rightarrow+\infty} \int_{\Omega}\left|u_{n}(x)\right|^{\gamma} d x=\int_{\Omega}\left|u_{0}(x)\right|^{\gamma} d x
$$

which together with the continuity of $a(t)$ yields

$$
\lim _{n \rightarrow+\infty} a\left(\int_{\Omega}\left|u_{n}(x)\right|^{\gamma} d x\right)=a\left(\int_{\Omega}\left|u_{0}(x)\right|^{\gamma} d x\right) .
$$

Now we claim that $u_{0} \in C^{2+\alpha}(\Omega)$ and that

$$
\begin{equation*}
a\left(\int_{\Omega}\left|u_{0}(x)\right|^{\gamma} d x\right) \Delta u_{0}(x)+K(x) u_{0}(x)^{-\mu}=0, \quad \forall x \in \Omega \tag{3.14}
\end{equation*}
$$

Although the proof is similar as the standard arguments for the the theory of the Elliptic problems (see [15]), we still give it in details.

Let $x_{0} \in \Omega$ and let $r>0$ be chosen so that $\overline{B\left(x_{0}, r\right)} \subseteq \Omega$, where $B\left(x_{0}, r\right)$ denotes the open ball of radius $r$ centered at $x_{0}$. Let $\Psi$ be a $C^{\infty}$ function which is equal to 1 on $\overline{B\left(x_{0}, r / 2\right)}$ and equal to 0 off $\overline{B\left(x_{0}, r\right)}$. We have

$$
\Delta\left(\Psi(x) u_{n}(x)\right)= \begin{cases}2 \nabla \Psi(x) \cdot \nabla u_{n}(x)+u_{n}(x) \Delta \Psi(x) & \\ +\Psi(x) \frac{1}{a\left(\int_{\Omega}\left|u_{n}(x)\right|^{\gamma} d x\right)} K(x) u_{n}^{-\mu}(x), & \forall x \in \overline{B\left(x_{0}, r\right)}, \\ 0, & \forall x \in \Omega-\overline{B\left(x_{0}, r\right)}\end{cases}
$$

Let

$$
p_{n}(x)= \begin{cases}\Psi(x) \frac{1}{a\left(\int_{\Omega}\left|u_{n}(x)\right|^{\gamma} d x\right)} K(x) u_{n}^{-\mu}(x), & \forall x \in \overline{B\left(x_{0}, r\right)}, \\ 0, & \forall x \in \Omega-\overline{B\left(x_{0}, r\right)}\end{cases}
$$

It is easy to see that $p_{n}$ is a term whose $L^{\infty}$ norm is bounded independently of $n$ (note $\left.\inf _{t \in[0,+\infty)} a(t) \geq a(0)=a_{0}>0\right)$. Therefore, for $n>1$, we have

$$
\Psi(x) u_{n}(x) \Delta\left(\Psi(x) u_{n}(x)\right)=\sum_{j=1}^{N} b_{n, j} \frac{\partial\left(\Psi(x) u_{n}(x)\right)}{\partial x_{j}}+q_{n}
$$

where $b_{n, j}, j=1,2, \ldots, N, q_{n}$ are terms whose $L^{\infty}$ norm is bounded independently of $n$. Integrating the above equation, we have that there exist constants $c_{3}>0$, $c_{4}>0$, independent of $n$, such that

$$
\int_{B\left(x_{0}, r\right)}\left|\nabla\left(\Psi u_{n}\right)\right|^{2} d x \leq c_{3}\left(\int_{B\left(x_{0}, r\right)}\left|\nabla\left(\Psi u_{n}\right)\right|^{2} d x\right)^{\frac{1}{2}}+c_{4}
$$

From this, it follows that the $L^{2}\left(B\left(x_{0}, r\right)\right)$-norm of $\left|\nabla\left(\Psi u_{n}\right)\right|$ is bounded independently of $n$. Hence, $L^{2}\left(B\left(x_{0}, \frac{r}{2}\right)\right)$-norm of $\left|\nabla u_{n}\right|$ is bounded independently of $n$. Let $\Psi_{1}$ be a $C^{\infty}$ function which is equal to 1 on $\overline{B\left(x_{0}, r / 4\right)}$ and equal to 0 off $\overline{B\left(x_{0}, \frac{r}{2}\right)}$. We have $\Delta\left(\Psi_{1}(x) u_{n}(x)\right)=2 \nabla \Psi_{1}(x) \cdot \nabla u_{n}(x)+p_{n, 1}, p_{n, 1}$ is a term whose $L^{\infty}\left(B\left(x_{0}, \frac{r}{2}\right)\right)$ norm is bounded independently of $n$. From standard elliptic theory, the $W^{2,2}\left(B\left(x_{0}, \frac{r}{2}\right)\right)$-norm of $\Psi_{1} u_{n}$ is bounded independently of $n$ and hence, the $W^{2,2}\left(B\left(x_{0}, \frac{r}{4}\right)\right)$-norm of $u_{n}$ is bounded independently of $n$. Since the $W^{1,2}\left(B\left(x_{0}, \frac{r}{4}\right)\right)$-norms of the components of $\nabla u_{n}$ are bounded independently of $n$, it follows from the Sobolev imbedding theorem that, if $q=2 N /(N-2)>2$ if $N>2$ and $q>2$ is arbitrary if $N \leq 2$, then the $L^{q}\left(B\left(x_{0}, \frac{r}{4}\right)\right)$-norm of $\left|\nabla u_{n}\right|$ is bounded independently of $n$. If $\Psi_{2}$ is a $C^{\infty}$ function which is equal to 1 on $\overline{B\left(x_{0}, \frac{r}{8}\right)}$ and equal to 0 off $\overline{B\left(x_{0}, \frac{r}{4}\right)}$, then $\Delta\left(\Psi_{2}(x) u_{n}(x)\right)=2 \nabla \Psi_{2}(x) \cdot \nabla u_{n}(x)+p_{n, 2}, p_{n, 2}$ is a
term whose $L^{\infty}\left(B\left(x_{0}, \frac{r}{4}\right)\right)$ norm is bounded independently of $n$. Since the righthand side of the above equation is bounded in $L^{q}\left(B\left(x_{0}, \frac{r}{4}\right)\right)$, independently of $n$, the $W^{2, q}\left(B\left(x_{0}, \frac{r}{4}\right)\right)$-norm of $\Psi_{2} u_{n}$ is also bounded independently of $n$. Hence, the $W^{2, q}\left(B\left(x_{0}, \frac{r}{8}\right)\right)$-norm of $u_{n}$ is bounded independently of $n$. Continuing the line of reasoning, after a finite number of steps, we find a number $r_{1}>0$ and $q_{1}>N /(1-\alpha)$ such that the $W^{2, q_{1}}\left(B\left(x_{0}, r_{1}\right)\right)$-norm of $u_{n}$ is bounded independently of $n$. Hence, there is a subsequence of $\left\{u_{n}\right\}$, which we may assume is the sequence itself, which converges in $C^{1+\alpha}\left(B\left(x_{0}, r_{1}\right)\right)$. If $\theta$ is a $C^{\infty}$ function which is equal to 1 on $\overline{B\left(x_{0}, \frac{r_{1}}{2}\right)}$ and equal to 0 off $B\left(x_{0}, r_{1}\right)$, then

$$
\Delta\left(\theta u_{n}\right)=\nabla \Psi \nabla u_{n}+\tilde{p}_{n}
$$

where $\tilde{p}_{n}=\theta \Delta u_{n}+u_{n} \Delta \theta$. The right-hand side of the above equation converges in $C^{\alpha}\left(B\left(x_{0}, r_{1}\right)\right)$. So, by Schauder theory, $\left\{\theta u_{n}\right\}$ converges in $C^{2+\alpha}\left(B\left(x_{0}, r_{1}\right)\right)$ and hence $\left\{u_{n}\right\}$ converges in $C^{2+\alpha}\left(B\left(x_{0}, \frac{r_{1}}{2}\right)\right)$. Since $x_{0} \in \Omega$ is arbitrary, this shows that $u_{0} \in C^{2+\alpha}(\Omega)$. Clearly, (3.14) holds.

Consequently, we have

$$
\begin{gathered}
a\left(\int_{\Omega}\left|u_{0}(x)\right|^{\gamma} d x\right) \Delta u_{0}(x)+K(x) u_{0}(x)^{-\mu}=0, \quad x \in \Omega \\
\left.u_{0}\right|_{\partial \Omega}=0
\end{gathered}
$$

By [15, Theorem 1], we have if $\mu>1$, there exist a $b_{1}>0$ and $b_{2}>0$ such that

$$
b_{1} \Phi_{1}(x)^{\frac{2}{1+\mu}} \leq u_{0}(x) \leq b_{2} \Phi_{1}(x)^{\frac{2}{1+\mu}}, \quad \forall x \in \bar{\Omega} .
$$

Next we consider the uniqueness of positive solutions of (3.1). Assume that $u_{1}$ and $u_{2}$ are two positive solutions. Let $c_{i}=\left(a\left(\int_{\Omega} u_{i}(x)^{\gamma} d x\right)\right)^{1 /(\mu+1)}$ and $v_{i}=c_{i} u_{i}$, $i=1,2$. Then $v_{i}$ satisfies

$$
\begin{gathered}
-\Delta v_{i}=K(x) v_{i}^{-\mu} \\
\left.v_{i}\right|_{\partial \Omega}=0
\end{gathered}
$$

Now [15] guarantees that

$$
\begin{gathered}
-\Delta v=K(x) v^{-\mu} \\
\left.v\right|_{\partial \Omega}=0
\end{gathered}
$$

has a unique positive solution, which implies $v_{1}=v_{2}$, i.e.,

$$
\begin{equation*}
\left(a\left(\int_{\Omega} u_{1}(x)^{\gamma} d x\right)\right)^{1 /(\mu+1)} u_{1}(x)=\left(a\left(\int_{\Omega} u_{2}(x)^{\gamma} d x\right)\right)^{1 /(\mu+1)} u_{2}(x) \tag{3.15}
\end{equation*}
$$

for $x \in \bar{\Omega}$, and so

$$
\left(a\left(\int_{\Omega} u_{1}(x)^{\gamma} d x\right)\right)^{\gamma /(\mu+1)} u_{1}^{\gamma}(x)=\left(a\left(\int_{\Omega} u_{2}(x)^{\gamma} d x\right)\right)^{\gamma /(\mu+1)} u_{2}^{\gamma}(x), \quad \forall x \in \bar{\Omega} .
$$

Integration on $\Omega$ yields

$$
\left(a\left(\int_{\Omega} u_{1}(x)^{\gamma} d x\right)\right)^{\gamma /(\mu+1)} \int_{\Omega} u_{1}^{\gamma}(x) d x=\left(a\left(\int_{\Omega} u_{2}(x)^{\gamma} d x\right)\right)^{\gamma /(\mu+1)} \int_{\Omega} u_{2}^{\gamma}(x) d x
$$

The monotonicity of $a$ implies that $(a(t))^{\gamma /(\mu+1)} t$ is increasing on $[0,+\infty)$, which guarantees that

$$
\int_{\Omega} u_{1}(x)^{\gamma} d x=\int_{\Omega} u_{2}(x)^{\gamma} d x
$$

and so

$$
\left(a\left(\int_{\Omega} u_{1}(x)^{\gamma} d x\right)\right)^{1 /(\mu+1)}=\left(a\left(\int_{\Omega} u_{2}(x)^{\gamma} d x\right)\right)^{1 /(\mu+1)}
$$

which together with 3.15 yields $u_{1}(x)=u_{2}(x)$. The proof is complete.
Theorem 3.2. The solution $u$ of Theorem 3.1 is in $W^{1,2}$ if and only if $\mu<3$. If $\mu>1$, then $u$ is not in $C^{1}(\bar{\Omega})$.
Proof. Suppose $u$ is a positive solution in Theorem 3.1. Let

$$
p(x)=\frac{K(x)}{a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right)}
$$

Then $p \in C(\bar{\Omega}), p(x)>0$ for all $x \in \bar{\Omega}$ and $u(x)$ satisfies that

$$
\begin{gather*}
-\Delta u=p(x) u^{-\mu}, \\
\left.u\right|_{\partial \Omega}=0 . \tag{3.16}
\end{gather*}
$$

By [15, Theorem 2], $u$ is in $W^{1,2}$ if and only if $\mu<3$. If $\mu>1$, then $u$ is not in $C^{1}(\bar{\Omega})$. The proof is complete.

The monotonicity of $a(t)$ on $[0,+\infty)$ is very important for the uniqueness of positive solution to 1.1). For example, assume that $c=\int_{\Omega}\left|u_{1}(x)\right| d x$, where $u_{1}$ is the unique positive solution of the following problem (see [15, Theorem 1]

$$
\begin{gather*}
-\Delta u=u^{-\mu}  \tag{3.17}\\
\left.u\right|_{\partial \Omega}=0
\end{gather*}
$$

Let

$$
a(t)= \begin{cases}3, & t=0 \\ 2+\left(\left(\frac{t}{c}\right)^{-(1+\mu)}-2\right)\left|\sin \frac{t}{c}\right|^{1+\mu}, & t>0\end{cases}
$$

It is easy to see that $a(t)$ is not monotone on $[0,+\infty)$. Let $\lambda_{k}=2 k \pi+\frac{\pi}{2}$. Then

$$
\begin{equation*}
a\left(\lambda_{k} c\right)=2+\left(\left(\lambda_{k}\right)^{-(1+\mu)}-2\right)\left|\sin \lambda_{k}\right|^{1+\mu}=\left(\lambda_{k}\right)^{-(1+\mu)}, \quad k \in \mathbb{N} \tag{3.18}
\end{equation*}
$$

Let $u_{k}(x)=\lambda_{k} u_{1}(x), x \in \bar{\Omega}$. Then, from (3.17) and 3.18), we have

$$
\Delta u_{k}(x)=\lambda_{k} \Delta u_{1}(x)=-\lambda_{k} u_{1}^{-\mu}(x), \quad x \in \Omega
$$

and

$$
\begin{aligned}
\frac{1}{a\left(\int_{\Omega}\left|u_{k}(x)\right| d x\right)} u_{k}(x)^{-\mu} & =\frac{1}{a\left(\int_{\Omega} \lambda_{k}\left|u_{1}(x)\right| d x\right)} u_{k}(x)^{-\mu} \\
& =\frac{1}{a\left(\lambda_{k} c\right)}\left(\lambda_{k} u_{1}(x)\right)^{-\mu} \\
& =\lambda_{k}^{1+\mu} \lambda_{k}^{-\mu} u_{1}(x)^{-\mu}=\lambda_{k} u_{1}(x)^{-\mu}
\end{aligned}
$$

Hence,

$$
\begin{gathered}
\Delta u_{k}(x)+\frac{1}{a\left(\int_{\Omega}\left|u_{k}(x)\right| d x\right)} u_{k}(x)^{-\mu}=0, \quad x \in \Omega, \\
\left.u_{k}\right|_{\partial \Omega}=0
\end{gathered}
$$

i.e.,

$$
a\left(\int_{\Omega}|u(x)| d x\right) \Delta u(x)+u(x)^{-\mu}=0, \quad x \in \Omega
$$

$$
\left.u\right|_{\partial \Omega}=0
$$

has at infinitely many positive solutions.

## 4. Global structure of positive solutions for 1.2

In this section, we consider the singular nonlocal elliptic problems $\sqrt{1.2}$, where $q \in(0,+\infty), \mu>0, K \in C^{\alpha}(\bar{\Omega})$ with $K(x)>0$ for all $x \in \bar{\Omega}$.

To sutudy equation $\sqrt{1.2}$, for each $n \in \mathbb{N}$, we study the equations

$$
\begin{gather*}
a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right) \Delta u(x)+\lambda\left[u^{q}+K(x)\left(u(x)+\frac{1}{n}\right)^{-\mu}\right]=0, \quad x \in \Omega  \tag{4.1}\\
\left.u\right|_{\partial \Omega}=0 .
\end{gather*}
$$

Let $u$ denote the inward normal derivative of $u$ on $\partial \Omega$ and define

$$
P=\left\{u \in C^{1, \alpha}(\bar{\Omega}): u(x)>0 \forall x \in \Omega, u(x)=0 \text { on } \partial \Omega \text { and } \frac{\partial u}{\partial v}>0 \text { on } \partial \Omega\right\}
$$

where $\alpha \in(0,1)$. It follows from [17. Theorem 3.7] that for $n \in \mathbb{N}$ there is a set $C_{n}$ of solutions of 4.1 which is a connected and unbounded subset of $\mathbb{R}^{+} \times(P \cup\{(0,0)\})$ (in the topology of $\mathbb{R} \times C^{1, \alpha}(\bar{\Omega})$ ) and contains $(0,0)$. Obviously,

$$
\|u\| \leq\|u\|_{1+\alpha}, \quad \forall u \in C_{n}
$$

which guarantees that

$$
\begin{gather*}
\|u\| \rightarrow+\infty \text { implies that }\|u\|_{1+\alpha} \rightarrow+\infty, \forall u \in C_{n}  \tag{4.2}\\
\left\|u-u_{0}\right\|_{1+\alpha} \rightarrow 0 \text { implies that }\left\|u-u_{0}\right\| \rightarrow 0
\end{gather*}
$$

On the other hand, by Lemma 2.3 and Theorem 2.2 for $u \in C_{n}$, one has

$$
\begin{aligned}
\|u\|_{1+\alpha} & \leq C(n, p, \Omega)\|u\|_{2, p} \\
& \leq C(n, p, \Omega) \lambda \frac{1}{a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right)}\left(\int_{\Omega}\left[u^{q}+K(x)\left(u(x)+\frac{1}{n}\right)^{-\mu}\right]^{p} d x\right)^{1 / p} \\
& \leq C(n, p, \Omega) \lambda \frac{1}{a_{0}}\left(\int_{\Omega}\left[u^{q}+K(x)\left(u(x)+\frac{1}{n}\right)^{-\mu}\right]^{p} d x\right)^{1 / p} \\
& \leq C(n, p, \Omega) \lambda \frac{1}{a_{0}}|\Omega|^{1 / p}\left[\|u\|^{q}+n\|K\|\right], \quad \forall u \in C_{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|u-u_{0}\right\|_{1+\alpha} & \leq C(n, p, \Omega)\left\|u-u_{0}\right\|_{2, p} \\
& \leq C(n, p, \Omega) \lambda\left(\int_{\Omega}\left|\Psi_{n}(u)(x)-\Psi_{n}\left(u_{0}\right)(x)\right|^{p} d x\right)^{1 / p}, \quad \forall u, u_{0} \in C_{n}
\end{aligned}
$$

where

$$
\Psi_{n}(u)(x)=\frac{1}{a\left(\int_{\Omega}|u(x)|^{\gamma} d x\right)}\left[u^{q}(x)+\frac{1}{\left(u(x)+\frac{1}{n}\right)^{\mu}}\right]
$$

which guarantees that

$$
\begin{gather*}
\|u\|_{1+\alpha} \rightarrow+\infty \text { implies that }\|u\| \rightarrow+\infty, \forall u \in C_{n} \\
\left\|u-u_{0}\right\| \rightarrow 0 \text { implies that }\left\|u-u_{0}\right\|_{1+\alpha} \rightarrow 0 \tag{4.3}
\end{gather*}
$$

Combining $\sqrt[4.2]{ }$ and 4.3 , we know that $C_{n}$ is connected and unbounded in $\mathbb{R} \times$ $C(\bar{\Omega})$.

Let $\phi \in C^{2, \alpha}(\bar{\Omega})$ defined by

$$
\begin{equation*}
-\Delta \phi=1, \quad x \in \Omega ; \phi(x)=0, \quad x \in \partial \Omega \tag{4.4}
\end{equation*}
$$

Lemma 4.1. Let $M>0$ and $\left(\lambda_{n}, u_{n}\right) \in(0,+\infty) \times P$ be a solution of 4.1) satisfying $\lambda_{n} \leq M$ and $\left\|u_{n}\right\| \leq M$. There is a number $\bar{\varepsilon}>0$ and a pair of functions $\bar{\Gamma}(M)>0, \bar{K}(\beta, M)>0$ such that if $\phi$ is given by 4.3) and $0<\frac{1}{n}<\bar{\varepsilon}$, then

$$
\begin{equation*}
\lambda_{n} \bar{\Gamma}(M) \phi(x) \leq u_{n}(x) \leq \beta+\lambda_{n} \bar{K}(\beta, M) \phi(x), \quad x \in \Omega \tag{4.5}
\end{equation*}
$$

for $\beta \in(0, M]$.
Proof. Set

$$
\begin{equation*}
\bar{K}(\beta, M)=\max \left\{\frac{1}{a_{0}}\left(r^{q}+K(x) r^{-\mu}\right):(x, r) \in \bar{\Omega} \times[\beta, 1+M]\right\} \tag{4.6}
\end{equation*}
$$

Let $\left(\lambda_{n}, u_{n}\right)$ be as in the Lemma 4.1, $0<\frac{1}{n}<1$ and $\beta \in(0, M]$. Set $A_{\beta}=\{x \in$ $\left.\Omega \mid u_{n}(x)>\beta\right\}$. By (4.4) and 4.6), one has

$$
\begin{aligned}
& -\Delta\left(\beta+\lambda_{n} \bar{K}(\beta, M) \phi-u_{n}\right) \\
& =\lambda_{n} \bar{K}(\beta, M)-\lambda_{n} \frac{1}{a\left(\int_{\Omega} u_{n}(x)^{\gamma} d x\right)}\left[u_{n}^{q}+K(x)\left(u_{n}+\frac{1}{n}\right)^{-\mu}\right] \\
& \geq \lambda_{n} \bar{K}(\beta, M)-\lambda_{n} \frac{1}{a_{0}}\left[u_{n}^{q}+K(x)\left(u_{n}\right)^{-\mu}\right] \geq 0, \quad x \in A_{\beta}
\end{aligned}
$$

and

$$
u_{n}(x)=\beta, \quad x \in \partial A_{\beta} .
$$

Thus $\beta+\lambda_{n} \bar{K}(\beta, M) \phi(x) \geq u_{n}(x)$ on $\bar{A}_{\beta}$ by the maximum principle and the righthand inequality of 4.5 is established.

To obtain the left-hand inequality, choose $R>0$ so that

$$
\frac{1}{a\left(\int_{\Omega}(\beta+M \bar{K}(\beta, M) \phi(x))^{\gamma} d x\right)} K(x) r^{-\mu}>1
$$

if $0<r<R$. Define $\bar{\Gamma}(M)=\min \{1, R /(2 M\|\phi\|)\}$. Then, for $\frac{1}{n} \in(0, R / 2]$, $\eta \in(0, \bar{\Gamma}(M)]$ and $\lambda_{n} \in(0, M]$, from the right-hand inequality of 4.5) and the monotonicity of $a(t)$, one has

$$
\begin{align*}
-\Delta\left(\lambda_{n} \eta \phi(x)\right) & =\lambda_{n} \eta \\
& <\lambda_{n} \frac{1}{a\left(\int_{\Omega}(\beta+M \bar{K}(\beta, M) \phi(x))^{\gamma} d x\right)} K(x)\left(\lambda_{n} \eta \phi+\frac{1}{n}\right)^{-\mu}  \tag{4.7}\\
& \leq \lambda_{n} \frac{1}{a\left(\int_{\Omega} u_{n}(x)^{\gamma} d x\right)}\left[\left(\lambda_{n} \eta \phi\right)^{q}+K(x)\left(\lambda_{n} \eta \phi+\frac{1}{n}\right)^{-\mu}\right]
\end{align*}
$$

From this we will deduce that $\lambda_{n} \bar{\Gamma}(M) \phi(x)<u_{n}(x), x \in \Omega$. Since $\left.\frac{\partial u_{n}}{\partial v}\right|_{\partial \Omega}>0$, $u_{n}(x)>0$ for $x \in \Omega$, there exists a $\Omega^{\prime} \subset \subset \Omega$ and $m>0$ such that $\left.\frac{\partial u_{n}}{\partial v}\right|_{\partial \Omega} \geq m>0$ for all $x \in \bar{\Omega}-\Omega^{\prime}$ and $u_{n}(x) \geq m>0$ for all $x \in \bar{\Omega}^{\prime}$, which implies that there exists a $s>0$ such that

$$
u_{n}-\tau \lambda_{n} \phi \in P, \quad \forall \tau \in[0, s] .
$$

Since $\lim _{s \rightarrow+\infty}\left\|s \lambda_{n} \phi\right\|=+\infty$, there exists a $s^{\prime}>0$ such that $u_{n}-s^{\prime} \lambda_{n} \phi \notin P$. Define

$$
\eta^{*}=\sup \left\{s>0 \mid u_{n}-\tau \lambda_{n} \phi \in P, \quad \forall \tau \in[0, s]\right\} .
$$

It is easy to see that $0<\eta^{*} \leqq s^{\prime}$ and $u_{n}-\eta \lambda_{n} \phi \in P$ for $0<\eta<\eta^{*}$ and $u_{n}-\eta^{*} \lambda_{n} \phi \notin$ $P$. It suffices to show $\eta^{*}>\bar{\Gamma}(M)$. If $\eta^{*} \leq \bar{\Gamma}(M)$, let $w=u_{n}-\lambda_{n} \eta^{*} \phi \geq 0$ in $\bar{\Omega}$ and, by 4.7) for $C>0$, we have

$$
\begin{aligned}
-\Delta w+C w= & C w+\lambda_{n} \frac{1}{a\left(\int_{\Omega} u_{n}(x)^{\gamma} d x\right)}\left[u_{n}(x)^{q}+K(x)\left(u_{n}(x)+\frac{1}{n}\right)^{-\mu}\right]-\lambda_{n} \eta^{*} \\
> & C w+\lambda_{n} \frac{1}{a\left(\int_{\Omega} u_{n}(x)^{\gamma} d x\right)}\left(\left[u_{n}(x)^{q}+K(x)\left(u_{n}(x)+\frac{1}{n}\right)^{-\mu}\right]\right. \\
& \left.-\left[\left(\lambda_{n} \eta^{*} \phi\right)^{q}+K(x)\left(\lambda_{n} \eta^{*} \phi+\frac{1}{n}\right)^{-\mu}\right]\right) .
\end{aligned}
$$

By the Mean Value Theorem we have

$$
\left[u_{n}(x)^{q}+K(x)\left(u_{n}(x)+\frac{1}{n}\right)^{-\mu}\right]-\left[\left(\lambda_{n} \eta^{*} \phi(x)\right)^{q}+K(x)\left(\lambda_{n} \eta^{*} \phi(x)+\frac{1}{n}\right)^{-\mu}\right] \geq C_{0} w
$$

where

$$
C_{0}=\min _{x \in \bar{\Omega}} \inf _{r \in\left[\frac{1}{n}, \frac{1}{n}+\left\|u_{n}\right\|+\lambda_{n} \eta^{*}\|\phi\|\right]} K(x)(-\mu) r^{-(1+\mu)}
$$

Choose

$$
C+\lambda_{n} \frac{1}{a\left(\int_{\Omega} u_{n}(x)^{\gamma} d x\right)} C_{0}>0
$$

Then

$$
-\Delta w+C w>0
$$

which means that $w \in P$. This is a contradiction. Consequently, $\eta^{*}>\bar{\Gamma}(M)$ and so $\lambda_{n} \bar{\Gamma}(M) \phi(x)<u_{n}(x), x \in \Omega$. The proof is complete.
Theorem 4.2. There is a set $C$ of solutions of $\sqrt{1.2}$ satisfying the following:
(i) $C$ is connected in $\mathbb{R} \times C(\bar{\Omega})$;
(ii) $C$ is unbounded in $\mathbb{R} \times C(\bar{\Omega})$;
(iii) $(0,0)$ lies in the closure of $C$ in $\mathbb{R} \times C(\bar{\Omega})$.

Proof. For $M>0$, define

$$
B((0,0), M)=\left\{(\lambda, u) \in \mathbb{R} \times C(\bar{\Omega}) \mid \lambda^{2}+\|u\|^{2}<M^{2}\right\}
$$

Let $\left(\lambda_{n}, u_{n}\right) \in \partial B((0,0), M) \cap(0,+\infty) \times P$ be solutions of 4.1) as above, $n \rightarrow+\infty$ and $\lambda_{n} \rightarrow \lambda$. If $\lambda=0$, we deduce from (4.5) that

$$
0<\limsup _{n \rightarrow+\infty} \sup _{x \in \bar{\Omega}} u_{n}(x) \leq \beta, \quad \forall \beta \in(0, M]
$$

and hence that $u_{n} \rightarrow 0$ in $C(\bar{\Omega})$. Then $\left(\lambda_{n}, u_{n}\right) \rightarrow(0,0)$ as $n \rightarrow+\infty$ in $\mathbb{R} \times C(\bar{\Omega})$. Since $\left(\lambda_{n}, u_{n}\right) \in \partial B((0,0), M)$, this is impossible. Then $\lambda>0$.

From (4.5) and $\lambda>0$, we see that $u_{n}$ is bounded from below by a function which is positive in $\Omega$ and from above by a constant. Arguing as in the proof of Theorem 3.1, without loss of generality, passing to the limit in 4.5), there is a $u_{0} \in C(\bar{\Omega})$ such that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} u_{n}(x)=u_{0}(x), \quad \text { uniformly } x \in \bar{\Omega}_{0} \subset \Omega \tag{4.8}
\end{equation*}
$$

where $\Omega_{0}$ is arbitrary sub-domain in $\Omega$ and

$$
\begin{equation*}
\lambda \bar{\Gamma}(M) \phi(x) \leq u(x) \leq \beta+\lambda \bar{K}(\beta, M) \phi(x), \quad x \in \Omega \tag{4.9}
\end{equation*}
$$

for $\beta \in(0, M]$. From (4.5) and 4.9) we have

$$
\lim _{x \rightarrow \partial \Omega} u_{0}(x)=0
$$

and

$$
\begin{equation*}
\lim _{x \rightarrow \partial \Omega} u_{n}(x)=0, \quad \text { uniformly for } n \in \mathbb{N} . \tag{4.10}
\end{equation*}
$$

Now (4.8) and 4.10) imply that $u_{n} \rightarrow u_{0}$ as $n \rightarrow+\infty$. It follows that $\left(\lambda_{n}, u_{n}\right) \rightarrow$ $\left(\lambda, u_{0}\right)$ in $\mathbb{R} \times C(\bar{\Omega})$ and hence $\left(\lambda, u_{0}\right) \in \partial B((0,0), M)$.

A standard argument as the proof of Theorem 3.1 shows that $u_{0}$ satisfies

$$
\begin{gathered}
a\left(\int_{\Omega}\left|u_{0}(x)\right|^{\gamma} d x\right) \Delta u_{0}(x)+\lambda\left(u_{0}(x)^{q}+K(x) u_{0}(x)^{-\mu}\right)=0, \quad x \in \Omega \\
\left.u_{0}\right|_{\partial \Omega}=0
\end{gathered}
$$

Wee omit the proof.
At this point we have shown that if $B((0,0), M)$ is a bounded neighborhood of $(0,0)$ in $\mathbb{R} \times C(\bar{\Omega})$, then there is a solution $\left.\left(\lambda, u_{0}\right) \in \partial B((0,0), M)\right)$ of 1.2$)$. Since $M$ is arbitrary, $C=\left\{\left(\lambda, u_{\lambda}\right) \in B((0,0), M) \mid u_{\lambda}\right.$ is a positive solution for 1.2$)$. The proof is complete.

Corollary 4.3. If $q<1$, then $\lambda \in(0,+\infty)$. In particular, 1.2 with $\lambda=1$ has a solution.

Proof. Suppose $C$ is the connected and unbounded set of positive solutions for 1.2 in Theorem 4.2. Now we show that $\lambda \in(0,+\infty)$.

In fact, suppose set $\{\lambda \mid(\lambda, u) \in C\}$ is finite and let $\Lambda_{0}=\{\lambda>0 \mid(\lambda, u) \in C\}$. The unboundedness of $C$ means that there exist $\left\{\left(\lambda_{n}, u_{n}\right)\right\}$ such that

$$
\lim _{n \rightarrow+\infty}\left\|u_{n}\right\|=+\infty
$$

Set $A_{1}=\left\{x \in \Omega \mid u_{n}(x)>1\right\}$ and

$$
\begin{equation*}
\bar{K}_{n}=\frac{1}{a_{0}}\left(\left\|u_{n}\right\|^{q}+\max _{x \in \bar{\Omega}} K(x)\right) \tag{4.11}
\end{equation*}
$$

It follows from (4.4) and 4.11) that

$$
\begin{aligned}
-\Delta\left(1+\lambda_{n} \bar{K}_{n} \phi-u_{n}\right) & =\lambda_{n} \bar{K}_{n}-\lambda_{n} \frac{1}{a\left(\int_{\Omega} u_{n}(x)^{\gamma} d x\right)}\left[u_{n}^{q}+K(x)\left(u_{n}\right)^{-\mu}\right] \\
& \geq \lambda_{n} \bar{K}_{n}-\lambda_{n} \frac{1}{a_{0}}\left[\left\|u_{n}\right\|^{q}+\max _{x \in \bar{\Omega}} K(x)\right] \geq 0, \quad x \in A_{1},
\end{aligned}
$$

and

$$
u_{n}(x)=1, \quad x \in \partial A_{1} .
$$

Thus $1+\lambda_{n} \bar{K}_{n} \phi(x) \geq u_{n}(x)$ on $\bar{A}_{1}$ by the maximum principle and so

$$
u_{n}(x) \leq 1+\lambda_{n} \bar{K}_{n} \phi(x), \quad \forall x \in \bar{\Omega},
$$

which implies

$$
\left\|u_{n}\right\| \leq 1+\Lambda_{0}\left(\left\|u_{n}\right\|^{q}+\max _{x \in \bar{\Omega}} K(x)\right) \max _{x \in \bar{\Omega}} \phi(x) .
$$

By $q<1$, one has

$$
1 \leq \lim _{n \rightarrow+\infty}\left[\frac{1}{\left\|u_{n}\right\|}+\Lambda_{0}\left(\left\|u_{n}\right\|^{q-1}+\max _{x \in \bar{\Omega}} K(x) /\left\|u_{n}\right\|\right) \max _{x \in \bar{\Omega}} \phi(x)\right]=0
$$

This is a contradiction. Therefore, $\Lambda_{0}=+\infty$. The proof is complete.

Now we consider the case $q>1$. Let $K(x)=K(|x|)$ and we consider the problem (1.2) when $\Omega=\left\{x \in \mathbb{R}^{N}\left|0<r_{1}<|x|<r_{2}\right\}\right.$ and $N \geq 3$ and discuss the radial positive solutions for $(1.2)$, i.e., 1.2 is equivalent to the problem

$$
\begin{gather*}
-a\left(N \omega_{N} \int_{r_{1}}^{r_{2}} r^{N-1}|u(r)|^{\gamma} d r\right)\left(u_{r r}^{\prime \prime}+\frac{N-1}{r} u_{r}\right) \\
\left.=\lambda\left[u(r)^{q}+K(|r|) u^{-\mu}(r)\right)\right], \quad r \operatorname{in}\left(r_{1}, r_{2}\right)  \tag{4.12}\\
u(r)>0, \quad t \in\left(r_{1}, r_{2}\right) \\
u\left(r_{1}\right)=0, \quad u\left(r_{2}\right)=0
\end{gather*}
$$

where $\omega_{N}$ denotes the area of unit sphere in $\mathbb{R}^{N}$.
By [16], applying the change of variable $t=l(r)$ and $u(r)=z(t)$ with

$$
t=l(r)=-\frac{A}{r^{N-2}}+B \Longleftrightarrow r=\left(\frac{A}{B-t}\right)^{\frac{1}{N-2}}
$$

where

$$
A=\frac{\left(r_{1} r_{2}\right)^{N-2}}{r_{2}^{N-2}-r_{1}^{N-2}}, \quad B=\frac{r_{2}^{N-2}}{r_{2}^{N-2}-r_{1}^{N-2}}
$$

we obtain

$$
\begin{aligned}
& N \omega_{N} \int_{r_{1}}^{r_{2}} r^{N-1}|u(r)|^{\gamma} d r \\
& =N \omega_{N} \int_{0}^{1}\left(\frac{A}{B-s}\right)^{\frac{N-1}{N-2}} A^{\frac{1}{N-2}} \frac{1}{N-2}(B-s)^{-\frac{N-1}{N-2}}|z(s)|^{\gamma} d s \\
& =A_{N} \int_{0}^{1} B_{N}(s)|z(s)|^{\gamma} d s
\end{aligned}
$$

where

$$
A_{N}=N \frac{\omega_{N}}{N-2} A^{\frac{N}{N-2}}, \quad B_{N}(s)=(B-s)^{\frac{2(N-1)}{2-N}}
$$

and

$$
\begin{gathered}
u_{r}^{\prime}=z_{t}^{\prime} t_{r}^{\prime}=z_{t}^{\prime}(-A)(2-N) r^{1-N} \\
u_{r r}^{\prime \prime}=z_{t t}^{\prime \prime}\left((-A)(2-N) r^{1-N}\right)^{2}+z_{t}^{\prime}(-A)(2-N)(1-N) r^{-N}
\end{gathered}
$$

which implies

$$
u_{r r}^{\prime \prime}+\frac{N-1}{r} u_{r}=\left((-A)(2-N) r^{1-N}\right)^{2} z_{t t}^{\prime \prime}
$$

And then 4.12 is equivalent to the problem

$$
\begin{align*}
& -a\left(A_{N} \int_{0}^{1} B_{N}(s)|z(s)|^{\gamma} d s\right) z^{\prime \prime}(t) \\
& \left.=\lambda d(t)\left[z(t)^{q}+K\left(\left(\frac{A}{B-t}\right)^{1 /(N-2)}\right) z^{-\mu}(t)\right)\right], \quad t \text { in }(0,1)  \tag{4.13}\\
& z(t)>0, \quad t \in(0,1) \\
& z(0)=0, \quad z(1)=0
\end{align*}
$$

where

$$
d(t)=\frac{A^{2 /(2-N)}}{(N-2)^{2}(B-t)^{2(N-1) /(N-2)}}, \quad t \in[0,1]
$$

and the related integral equation is

$$
\begin{align*}
z(t)= & \lambda \frac{1}{a\left(A_{N} \int_{0}^{1} B_{N}(s)|z(s)|^{\gamma} d s\right)} \int_{0}^{1} G(t, s) d(s)  \tag{4.14}\\
& \times\left[z(s)^{q}+K\left(\left(\frac{A}{B-s}\right)^{1 /(N-2)}\right) z^{-\mu}(s)\right] d s
\end{align*}
$$

for $t \in(0,1)$, where

$$
G(t, s)= \begin{cases}s(1-t), & 0 \leq s \leq t \leq 1 \\ t(1-s), & 0 \leq t \leq s \leq 1\end{cases}
$$

Lemma 4.4 (see [2, page 18]). Suppose $z \in C[0,1]$ is concave on $[0,1]$ with $z(t) \geq 0$ for all $t \in[0,1]$. Then $z(t) \geq\|z\| t(1-t)$ for $t \in[0,1]$
Corollary 4.5. If $\lim _{t \rightarrow+\infty} \frac{t^{q-1}}{a\left(t^{\gamma}\right)}=+\infty$, then $C$ in Theorem 4.2 satisfies:
(i) there exists $\Lambda_{0}>$ satisfying $C \cap\left(\left(\Lambda_{0},+\infty\right) \times C_{0}[0,1]\right)=\emptyset$;
(ii) for every $\lambda \in\left(0, \Lambda_{0}\right], C \cap\left([0, \lambda] \times C_{0}[0,1]\right)$ is unbounded;
(iii) there exists $\lambda_{0} \leq \Lambda_{0}$ such that for every $\lambda \in\left(0, \lambda_{0}\right)$, 4.10 has at least two positive solutions $z_{1, \lambda}$ and $z_{2, \lambda}$ with

$$
\lim _{\lambda \rightarrow 0,\left(\lambda, z_{1, \lambda}\right) \in C}\left\|z_{1, \lambda}\right\|=0, \quad \lim _{\lambda \rightarrow 0,\left(\lambda, z_{2, \lambda}\right) \in C}\left\|z_{2, \lambda}\right\|=+\infty .
$$

Proof. (i) Suppose that $\left(\lambda, z_{\lambda}\right) \in C$. Since $z_{\lambda}^{\prime \prime}(t) \leq 0$ and $z_{\lambda}(0)=z_{\lambda}(1)=0$, we have $z$ is concave on $[0,1]$ with $z(t) \geq 0$ for all $t \in[0,1]$. Now Lemma 4.4 implies

$$
z_{\lambda}(t) \geq t(1-t)\left\|z_{\lambda}\right\|, \quad \forall t \in[0,1]
$$

If $\left\|z_{\lambda}\right\| \leq 1$, it follows from 4.14

$$
\begin{aligned}
1 \geq & \left\|z_{\lambda}\right\| \\
= & \lambda \frac{1}{a\left(A_{N} \int_{0}^{1} B_{N}(s)\left|z_{\lambda}(s)\right|^{\gamma} d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s) \\
& \times\left[z_{\lambda}(s)^{q}+K\left(\left(\frac{A}{B-s}\right)^{1 /(N-2)}\right) z_{\lambda}^{-\mu}(s)\right] d s \\
> & \lambda \frac{1}{a\left(A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s) K\left(\left(\frac{A}{B-s}\right)^{1 /(N-2)}\right) d s,
\end{aligned}
$$

and so

$$
\begin{equation*}
\lambda \leq \frac{a\left(A_{N} \int_{0}^{1} B_{N}(s) d s\right)}{\max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s) K\left(\left(\frac{A}{B-s}\right)^{1 /(N-2)}\right) d s} . \tag{4.15}
\end{equation*}
$$

Since

$$
\lim _{t \rightarrow+\infty} \frac{t^{q-1}}{a\left(t^{\gamma}\right)}=+\infty
$$

one has

$$
\begin{equation*}
\lim _{t \rightarrow+\infty} \frac{t^{q-1}}{a\left(t^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)}=\lim _{s \rightarrow+\infty} \frac{s^{q-1}\left(A_{N} \int_{0}^{1} B_{N}(s) d s\right)^{-(q-1) / \gamma}}{a\left(s^{\gamma}\right)}=+\infty, \tag{4.16}
\end{equation*}
$$

which implies that there is an $M_{0}>0$ such that

$$
\begin{equation*}
\frac{a\left(t^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)}{t^{q-1}} \leq M_{0}, \quad \forall t \in[1,+\infty) \tag{4.17}
\end{equation*}
$$

If $\left\|z_{\lambda}\right\| \geq 1$, from 4.14 and 4.17, one has

$$
\begin{aligned}
\left\|z_{\lambda}\right\| & \geq \lambda \frac{1}{a\left(\|z\|^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s)\left[z_{\lambda}(s)^{q}\right] d s \\
& \geq \lambda \frac{\left\|z_{\lambda}\right\|^{q}}{a\left(\left\|z_{\lambda}\right\|^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s)[s(1-s)]^{q} d s
\end{aligned}
$$

and so

$$
\begin{align*}
\lambda & \leq \frac{a\left(\left\|z_{\lambda}\right\|^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)}{\|z\|^{q-1}} \frac{1}{\max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s)[s(1-s)]^{q} d s}  \tag{4.18}\\
& \leq M_{0} \frac{1}{\max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s)[s(1-s)]^{q} d s}
\end{align*}
$$

It follows from 4.15 and 4.18) that

$$
\begin{aligned}
& \Lambda_{0}=\sup \left\{\lambda \mid\left(\lambda, z_{\lambda}\right) \in C\right\}<+\infty \\
& C \cap\left(\left(\Lambda_{0},+\infty\right) \times C_{0}[0,1]\right)=\emptyset
\end{aligned}
$$

(ii) For every $\lambda \in\left(0, \Lambda_{0}\right]$, we show that $C \cap\left(\left[\lambda, \Lambda_{0}\right] \times C_{0}[0,1]\right)$ is bounded. In fact, if $C \cap\left(\left[\lambda, \Lambda_{0}\right] \times C_{0}[0,1]\right)$ is unbounded, there is $\left\{\left(\lambda_{n}, z_{n}\right)\right\} \subseteq C \cap\left(\left[\lambda, \Lambda_{0}\right] \times C_{0}[0,1]\right)$ such that

$$
\lambda_{n}^{2}+\left\|z_{n}\right\|^{2} \rightarrow+\infty, \quad \text { as } n \rightarrow+\infty
$$

Since $\left\{\lambda_{n}\right\} \subseteq\left[\lambda, \Lambda_{0}\right]$ is bounded, without loss of generality, we assume that $\lambda_{n} \rightarrow$ $\lambda^{\prime}>0$ as $n \rightarrow+\infty$. It implies that

$$
\left\|z_{n}\right\|^{2} \rightarrow+\infty, \quad \text { as } n \rightarrow+\infty
$$

From 4.14, one has

$$
\begin{aligned}
\left\|z_{n}\right\| & \geq \lambda_{n} \frac{1}{a\left(\left\|z_{n}\right\|^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s)\left[z_{n}(s)^{q}\right] d s \\
& \geq \lambda_{n} \frac{\left\|z_{n}\right\|^{q}}{a\left(\left\|z_{n}\right\|^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s)[s(1-s)]^{q} d s
\end{aligned}
$$

and so

$$
1 \geq \lambda \frac{\left\|z_{n}\right\|^{q-1}}{a\left(\left\|z_{n}\right\|^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s)[s(1-s)]^{q} d s
$$

From 4.16), letting $n \rightarrow+\infty$, one has $1 \geq+\infty$. This is a contradiction. Hence, $C \cap\left(\left[\lambda, \Lambda_{0}\right] \times C_{0}[0,1]\right)$ is bounded for any $\lambda \in\left(0, \Lambda_{0}\right]$.
(iii) Choose $R>1>r>0$. Suppose $\left(\lambda, z_{\lambda}\right) \in C$ with $r \leq\left\|z_{\lambda}\right\| \leq R$. By

$$
z^{q}+K(x) z^{-\mu} \geq z^{q}+\min _{x \in \bar{\Omega}} K(|x|) z^{-\mu}
$$

there is a $c_{0}>0$ such that

$$
\begin{equation*}
z^{q}+K(x) z^{-\mu} \geq c_{0}, \quad \forall z \in(0,+\infty), x \in \bar{\Omega} \tag{4.19}
\end{equation*}
$$

From 4.14 and 4.19 it follows that

$$
\begin{aligned}
z_{\lambda}(t)= & \lambda \frac{1}{a\left(A_{N} \int_{0}^{1} B_{N}(s)\left|z_{\lambda}(s)\right|^{\gamma} d s\right)} \int_{0}^{1} G(t, s) d(s) \\
& \times\left[z_{\lambda}(s)^{q}+K\left(\left(\frac{A}{B-s}\right)^{1 /(N-2)}\right) z_{\lambda}^{-\mu}(s)\right] d s \\
\geq & \lambda \frac{1}{a\left(R^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \int_{0}^{1} G(t, s) d(s) c_{0} d s
\end{aligned}
$$

and so

$$
\left\|z_{\lambda}\right\| \geq \lambda \frac{1}{a\left(R^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)} \max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s) c_{0} d s
$$

which guarantees that

$$
\begin{equation*}
\lambda \leq \frac{R a\left(R^{\gamma} A_{N} \int_{0}^{1} B_{N}(s) d s\right)}{\max _{t \in[0,1]} \int_{0}^{1} G(t, s) d(s) d s c_{0}}=: \lambda_{R} \tag{4.20}
\end{equation*}
$$

One the other hand, since

$$
\begin{aligned}
z_{\lambda}^{\prime \prime}+\lambda \frac{1}{a\left(A_{N} \int_{0}^{1} B_{N}(s)\left|z_{\lambda}(s)\right|^{\gamma} d s\right)} & d(t)\left[z_{\lambda}^{q}(t)+K\left(\left(\frac{A}{B-t}\right)^{1 /(N-2)}\right) z_{\lambda}^{-\mu}(t)\right]=0 \\
0 & <t<1 \\
z_{\lambda}(0) & =z_{\lambda}(1)=0
\end{aligned}
$$

there exists $t_{\lambda} \in(0,1)$ with $z_{\lambda}^{\prime}(t) \geq 0$ on $\left(0, t_{\lambda}\right)$ and $z_{\lambda}^{\prime}(t) \leq 0$ on $\left(t_{\lambda}, 1\right)$. For $t \in\left(0, t_{\lambda}\right)$ we have

$$
\begin{aligned}
-z_{\lambda}^{\prime \prime}(t) & \leq \lambda \frac{1}{a_{0}} z_{\lambda}^{-\mu}(t) d(t)\left\{\max _{t \in[0,1]} K\left(\left(\frac{A}{B-t}\right)^{1 /(N-2)}\right)+z_{\lambda}^{\mu+q}(t)\right\} \\
& \leq \lambda \frac{1}{a_{0}} z_{\lambda}^{-\mu}(t) \max _{t \in[0,1]} d(t)\left\{\max _{t \in[0,1]} K\left(\left(\frac{A}{B-t}\right)^{1 /(N-2)}\right)+R^{\mu+q}\right\} \\
& =\lambda \frac{1}{a_{0}} z_{\lambda}^{-\mu}(t) d_{1}, \\
& d_{1}
\end{aligned}:=\max _{t \in[0,1]} d(t)\left\{\max _{t \in[0,1]} K\left(\left(\frac{A}{B-t}\right)^{1 /(N-2)}\right)+R^{\mu+q}\right\} . ~ \$
$$

Integrate from $t\left(t \leq t_{\lambda}\right)$ to $t_{\lambda}$ (note $z_{\lambda}(s)$ is increasing on $\left.\left[t, t_{\lambda}\right]\right)$ to obtain

$$
z_{\lambda}^{\prime}(t) \leq \lambda \frac{1}{a_{0}} \int_{t}^{t_{\lambda}} z_{\lambda}^{-\mu}(s) d s d_{1} \leq \lambda \frac{1}{a_{0}} \int_{t}^{t_{\lambda}} z_{\lambda}^{-\mu}(t) d s d_{1} \leq \lambda \frac{1}{a_{0}} d_{1} z_{\lambda}^{-\mu}(t)
$$

i.e.

$$
\begin{equation*}
z_{\lambda}^{\mu}(t) z_{\lambda}^{\prime}(t) \leq \lambda \frac{1}{a_{0}} d_{1} \tag{4.21}
\end{equation*}
$$

and then integrate 4.21 from 0 to $t_{\lambda}$ to obtain

$$
\frac{1}{\mu+1} r^{\mu+1} \leq \int_{0}^{t_{\lambda}} z_{\lambda}^{\mu}(t) d z_{\lambda}(t) \leq \lambda \frac{1}{a_{0}} d_{1}
$$

Consequently

$$
\begin{equation*}
\lambda \geq \frac{r^{\mu+1} a_{0}}{(\mu+1) d_{1}}=: \lambda_{r} \tag{4.22}
\end{equation*}
$$

It follows from 4.20 and 4.22) that $\left(\lambda, u_{\lambda}\right) \in\left[\lambda_{r}, \lambda_{R}\right] \times(\{z \mid r \leq\|z\| \leq R\} \cap P)$ for all $\left(\lambda, z_{\lambda}\right) \in C$ with $r \leq\left\|z_{\lambda}\right\| \leq R$. Since $C$ comes from ( 0,0 ), $C$ is connected and $C \cap\left(\left(0, \lambda_{r}\right) \times C_{0}[0,1]\right)$ is unbounded, if $\lambda \in\left(0, \lambda_{r}\right)$, there exist at least two $x_{1, \lambda}$ and $x_{2, \lambda}$ with $\left\|x_{1, \lambda}\right\|<r$ and $\left\|x_{2, \lambda}\right\|>R$.

Let

$$
\lambda_{0}=\sup \left\{\lambda_{r}: 1.2 \text { has at least two positive solutions for all } \lambda \in\left(0, \lambda_{r}\right)\right\}
$$

Obviously, $\lambda_{0} \leq \Lambda_{0}$ and $(\sqrt{1.2})$ has at least two positive solutions for all $\lambda \in\left(0, \lambda_{r}\right)$ and has at least one positive solution for all $\lambda \in\left[\lambda_{0}, \Lambda_{0}\right]$. Since $R$ and $r$ are arbitrary, it follows that (iii) is true. The proof is complete.

If $N=1$, we can consider the problem

$$
\begin{gathered}
\left.-a\left(\int_{0}^{1}|z(s)|^{\gamma} d s\right) z^{\prime \prime}(t)=\lambda\left[z(t)^{p}+K(t) z^{-\mu}(t)\right)\right], \quad t \text { in }(0,1) \\
z(t)>0, \quad t \in(0,1) \\
z(0)=0, \quad z(1)=0
\end{gathered}
$$

and obtain the similar results as Corollary 4.5 for the above problem.
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