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SYSTEMS OF ADVANCE-DELAY DIFFERENTIAL-DIFFERENCE
EQUATIONS AND TRANSFORMATION GROUPS

SERGUEI I. IAKOVLEV, VALENTINA IAKOVLEVA

ABSTRACT. A linear system of mixed-type differential difference equations is
studied. A step derivation method and some conditions on an initial function
are used to guarantee existence, uniqueness and smoothness of the solution.
Further, a transformation group is defined on a complete countably normed
space of initial functions and the spectrum of the infinitesimal generator of
this group is studied. The same technique applies to a linear system of re-
tarded differential difference equations. A problem to extend solutions of such
a system to the left on the real line is solved.

1. INTRODUCTION

In this article a system of linear advance-delay differential difference equations
is studied. Such differential difference equations of mixed type are also known as
forward-back equations. There is a number of interesting papers on applications
of such equations as, for example, in Physics [2], in Economics [11], in Biology [3].
In [ it is shown how such advance-delay differential difference equations appear
and are investigated in the context of constructing eigenfunctions of the Steklov
smoothing operator. Among other articles in which forward-back equations are
studied we can also mention the following papers (|15, [16, 12} [9] [6] [T0]).

This article consists of four sections. In Section 2 a step derivation method
(analogous to the step integration method) is used to prove existence and uniqueness
theorems for an initial value problem. To guarantee existence, uniqueness, and
smoothness of a solution being constructed an initial vector-valued function should
satisfy a denumerable number of some special conditions.

In Section 3 a transformation group associated with this system is defined on a
linear complete countably normed space of initial functions. A strong differentia-
bility of this group is established. Next the spectrum of its infinitesimal generator
is studied. It is shown that this spectrum is a purely point one and consists of
a countable number of eigenvalues of finite multiplicity. The corresponding eigen-
functions appear to be initial functions that generate solutions of exponential type
to the homogeneous system of differential difference equations under investigation.
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Section 4 is devoted to a system of linear retarded differential-difference equa-
tions. This system is obtained and in essence considered as a particular case of the
main system of advance-delay differential-difference equations studied in Sections
2 and 3. We consider the problem of extending solutions of such retarded equa-
tions to the left on (—oo,0]. This problem is solved by the same step derivation
method. Further statements concerning these retarded equations turn out to be
quite analogous to the ones proved for the advance-delay equations.

2. EXISTENCE AND UNIQUENESS THEOREMS

We study the following inhomogeneous system of [ linear differential difference
equations of mixed type

z'(t) = Az(t +a) + Bx(t —a) + Cz(t) + f(t), teR. (2.1)

Here z(t) € C', A, B, C are square complex [ x [ matrices with A and B invertible,
a >0 is fixed, and f € C*(R,C).

A vector valued function x(t) is assumed to be a solution of equation in the
sense of Carathéodory: z(t) is absolutely continuous in R, i.e., z € AC(R,C'), and
satisfies equation almost everywhere in R. (In this case the absolute continuity
of x means the absolute continuity of every component of z on any closed bounded
interval of the real line.)

A special case of this system is a differential difference equation 2hpuu’(t) =
u(t + h) — u(t — h), where u(t) € C, h > 0, and p is a complex parameter, that
appears in studying the eigenvalue-eigenfunction problem for Steklov’s smoothing
operator [§].

The next simple proposition says that every absolutely continuous solution of
is in reality infinitely differentiable, and consequently holds at every
point ¢t € R.

Proposition 2.1. If a function x € AC(R,C) and satisfies the differential dif-
ference equation (2.1) almost everywhere in R, then x € C®°(R,C') and ([2.1)) is
fulfilled at every point t € R.

Proof. If F is one of the primitives of f, then (2.1) can be written in the form

t t t ,
(a:(t) - (A/ x(T—!—a)dT—i—B/ x(T—a)dT—i—C’/ J:(T)dr—i—F(t))) =0. (2.2)
0 0 0
Integrating from 0 to ¢, we obtain

x(t):A/O x(7+a)dT+B/0 Z(T*Q)dT%»C/O x(r)dr+ F(t) + ¢, (2.3)

with the constant ¢, = x(0) — F(0). As z(t) is continuous, the right-hand side
of (2.3)), and consequently its left-hand side equal to z, are of class C*(R). If we
assume now that x € C™(R) for some arbitrary n € N, then the right-hand side of
will be of class C"*1(R) and hence z € C"*1(R) as well. Thus by induction
on n we infer that the function z € C™(R) for all n € N, that is, x € C*°(R). Now
differentiating with respect to t we establish that holds at every point
teR. (I

Let |(_q,q) =: ¢ be an “initial function”, which in view of Proposition (2.1} is
necessarily smooth, i.e., ¢ € C®[—a,a]. Let us show that if we know the initial
function ¢ € C*°[—a, a], then by a step derivation method (an analogue to the step
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integration method [I]) we can construct the function x(t) on the whole real line
R. For this purpose we write (2.1)) in the form
z(t+a)= A"t (t) - A Ba(t —a) — A7 Cx(t) — A7f(1). (2.4)
Setting t + a =: 7, from ([2.4) we find that
x(r) = A7/ (1 —a) — A7'Ba(t — 2a) — A™'Ca(t —a) — A7 f(r —a). (2.5)
Now we follow an induction process to construct the solution of (2.1)) on the interval
[a,nal, n € N. For n = 2, if 7 € [a,2a], then (7 —a) € [0,a] and (7 — 2a) €
[—a,0]. On the interval [—a,a] the function z(t) is known. Therefore the right-
hand side of (2.5) is uniquely determined for 7 € [a, 2a]. Hence the values of x(7)
are found for 7 € [a,2a]. Now suppose that we know x(7) on the interval [a, ma]
(for arbitrary and fixed m € N). Then the right-hand side of (2.5) is determined for
T € [ma, (m + 1)a]. It follows that the function x(7) on the left-hand side of (2.5)
is found for 7 € [ma, (m + 1)a]. Hence the values of x(7) are already determined
on the interval [a, (m + 1)a]. Thus the method of steps allows to find the solution
of (2.1) on the interval [a,na] for any n € N, i.e., the function z(t) is determined

for all 7 > a starting from the initial function ¢ = z|[_q 4]
Similarly, rewriting (2.1]) in the form

x(t —a) = B~'2'(t) — B"'Ax(t + a) — B~'Cx(t) — B~'f(1) (2.6)
and making the change of variable s :=t — a, we obtain
x(s) =B '2'(s +a) — B 'Ax(t +2a) — B'Ca(s+a) — B 'f(s+a). (2.7)

Now by applying the method of steps to , we also find the function z(s) for all
5 < —a starting from the initial function ¢ = z|[_4 4.

Suppose now that we have an arbitrary function ¢ € C*°[—a,a]. Let us try
to consider ¢ as an “initial function”. By applying the method of steps to this
function, we construct a function x € C*®[ma, (m + 1)a], m € Z, satisfying
only in each open interval (ma,(m + 1)a), m € Z. But at the points ¢ = ka,
k € Z\ {0}, the function z(¢) and its derivatives can have jump discontinuities.

Theorem 2.2. Let ¢ be an arbitrary function from C®[—a,a]. A solution x(t) of
equation (2.1) satisfying the initial condition x|[_q 4 = ¢ and constructed by the
step derivation method belongs to C*°(R) if and only if the following conditions are

fulfilled
" (0) = Ap™(a) + B (—a) + C™(0) + f™(0), n=0,1,2,... (2.8)

Proof. Necessity. Let z € C*(R) be a solution to (2.1)) and z(t) = ¢(t) for t €
[—a,a]. By taking the n-th derivative of (2.1)) and setting ¢t = 0, we obtain

2 0(0) = Az (a) + Ba™ (—a) + C2™ (0) + f™(0). (2.9)

As z|[_q,q) = ¥, equation (2.9) is exactly (2.8).
Sufficiency. Let us assume that (2.8)) is true. From (2.5)) it follows that

a:(”)(T) = A_lm("+l)(7' —a) — A~'Bz(™) (1 — 2a)
— A0z (1 —a) — AT (7 —q)
for arbitrary n € Ny := NU {0}. Thus,
2™ (at) = A7 D (0) — AT Bp™ (—a) — AT1C™(0) — A7 (0). (2.11)

(2.10)
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where as usually (™ (a*) := lim. g .~ 2 (a £ ¢). Hence the equality (™) (a™) =
©(™(a) follows from and condition (2:8). On the other hand, (™ (a™) =
©(™(a) because z coincides with ¢ on [—a, a]. Therefore, we see that the continuity
condition 2 (a™) = (™ (a™), n € Ny, is valid. Similarly with the help of
the continuity of z(™ (t) at t = —a is established.

We finish the proof by induction on k. To be exact, let us assume that for all
n € Ny the equality (™ (kat) = 2(™) (ka™) is true for k = +1,42,...,+m. Then
according to for arbitrary n € Ny we have

m(")((m +1)a™) = A_lx(”+1)(ma+) — A_lBsc(")((m —1)a™)

_ A*lcfﬂ(n) (maJr) _ A*lf(n) (ma) ' (212)

and
™ ((m+1)a") = A2 (ma™) — A7 Bz (m — 1)a™)
— A7 Ce™(ma™) — A (ma) .

By the induction hypothesis ("1 (mat) = 2+ (ma~), ™ (mat) = 2" (ma™)
and (" ((m —1)a™) = (™ ((m —1)a~). Therefore we see that the right-hand sides
of and are equal. Tt follows that (™ ((m + 1)a™) = 2™ ((m + 1)a™)
for any n € Ny as well. In the same manner by using the relation we establish
the validity of the equality =™ (—(m + 1)a™) = ™ (—(m + 1)a*) for any n € Ny.

Thus it is shown that for all n € Ny the equality 2 (ka) = (™ (ka™) is also
true for k¥ = +(m + 1). Consequently, by induction we infer that the equality
2™ (kat) = 2™ (ka™) is true for all k& € Z. So the function z(t) and all its
derivatives are continuous at the points ¢ = ka, k € Z. Hence € C*°(R). The
theorem is proved. O

(2.13)

Remark 2.3. Let an initial function ¢ € C*°[—a, a] generate by the step derivation
method a function z(¢), t € R. It follows from the proof of Theorem that if
the function z(t) is infinitely differentiable at the point ¢ = a, then z(t) is also
necessarily infinitely differentiable at every point ¢t = +ma, m € N, and hence = €
C*®(R). Indeed, as is easily seen the condition of continuity (™ (a®) = (™ (a~) =
©™(a), n € Ny, is equivalent with condition which is sufficient for z = x(¢),
t € R, to be smooth. The same is true if we replace the point t = a by t = —a.

Actually Theorem together with the preceding application of the step deriva-
tion method is the existence and uniqueness theorem for equation . To be
exact, the uniqueness means the following: any two solutions of coinciding on
the interval [—a, a] are identically equal on the whole line. This uniqueness is an
immediate consequence of the fact that the procedure of the step derivation method
of constructing a solution to equation from an initial function is uniquely de-
termined. In particular, if f = 0 and ¢ = 0, then a corresponding solution to
equation is also identically equal to zero.

Starting from the above reasoning we can now formulate and prove the following
general existence and uniqueness theorem. Let us first introduce a linear operator
D, acting on C*®(R,C') so that

(Do) (t) = Az(t + a) + Bx(t —a) + Cx(t), x € C®(R,C").
Then the differential difference equation ([2.1)) is written as follows
2/ (t) = (Dax)(t) + f(t). (2.14)
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Theorem 2.4 (Existence and uniqueness). Consider an interval L. := [t —a,7+a],
where T € R is arbitrary and fived. Let a function ¢ € C°°(I.,C). Then the initial
value problem

z'(t) = (Dax)(t) + f(t), tER,
x|[‘rfa,7+a] = ¢
has a solution z(t) € C®(R,C') if and only if the initial function < satisfies the
following conditions

P () = (D) () + f™(r), neN. (2.16)

Such a solution is unique, that is, any two smooth solutions to (2.14]) coinciding on
an arbitrary (closed) interval of length 2a are equal on the whole line.

(2.15)

Proof. Necessity. Let z € C*°(R) satisfy (2.15). Then by repeated differentiation

of we obtain
2"V (1) = (Daz™) (1) + F™ (). (2.17)

As z|7, =1, evaluating (2.17) at t = 7 gives (2.16).
Sufficiency. Let ¢(t) :==¢(t+7), t € [—a,a], and f,(¢) := f(t+ 7), t € R. Since
1 satisfies (2.16)), it is easily seen that ¢ satisfies the condition
P D(0) = (Dap™)(0) + £7(0), n €N (2.18)

Hence by Theorem there exists a smooth solution z(¢), ¢ € R, to the initial
value problem

2'(t) = (Dax)(t) + f-(1)
x‘[fa,a] =@.
Now let y(t) := (¢t — 7), where t € R. Then we have
y'(t) =a'(t = 7) = (Daz)(t = 7) + fr(t = 7) = (Day)(t) + f(1) .
Thus the function y = y(t) satisfies the equation y'(t) = (Day)(¢t) + f(¢). And also

(2.19)

y(t)|[7'fa,r+a] =x(t— T)|[Tfa,7+a] = x(s)‘[fa ,+a]
= @(S)|[—a,+a] = 11[}(5 + T)|[—a,+a]
= w(t)|[‘r—a,7'+a] .

That is, y(t)|(r—a,r+a) = ¥(t). It follows that the function x = y(t) is a smooth
solution to the initial value problem .

Uniqueness. Let z = y(t) and = = z(¢) be two solutions of coinciding on
the interval [T — a,7 + a]. Then y.(¢) := y(t + 7) and z,(t) := 2(t + 7) are also
solutions to the equation z'(t) = (Dqx)(t) + f-(t) already coinciding on the interval
[—a,a]. Consequently as indicated before Theorem yr(t) = z-(t) for all t € R,
that is, y(t +7) = 2(t + 7), t € R. This proves that y(¢t) = z(t) on the whole
line. g

For f = 0 system of equations (2.1)) becomes a linear homogeneous system
2/ (t) = Axz(t + a) + Bz(t —a) + Cx(t) . (2.20)

In this particular case, which we will consider in the next section, the assertions of
Theorem 2.4l have the form
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Corollary 2.5. Let a function p € C>®(I.,C"), where I, := [T —a,7 + a]. Then
the initial-value problem

2(1) = (Daa)(t), LR,
x'['rfa,‘rqta] =@

has a solution z(t) € C(R,Cl) if and only if the initial function ¢ satisfies the
following conditions

(2.21)

cp("H)(T) = (Dago("))(T) , neNy; (2.22)
that 1is,
" (1) = Ap™ (1 +a) + Bo™ (1 —a) + Co™(7), n=0,1,2,... (2.23)

Such a solution is unique in the sense that any two smooth solutions to system of
equations (2.20)) equal on an arbitrary (closed) interval of length 2a coincide on the
whole real line.

3. TRANSFORMATION GROUP

In a linear space ® = C*°([—a,a],C!) we define a denumerable system N of
semi-norms || - ||;m, m € Ny, setting for ¢ = (p1,...,¢1) € ®

lello := max{|pi(z)| : ¢ € [—a,a], i=1,...,1}, (3.1)

I@llm = max{|o\™ (z)| : x € [~a,a], i =1,...,1}, m>1. (3.2)

As |l¢llo = 0 implies ¢ = 0 for any ¢ € ®, this system N of semi-norms is
separating. Hence by definition [I7] a pair (®,A) is a countably normed space.

We recall that in ® as in any countably normed space there is a convergence ¢, kA %)
as n — oo for the elements ¢, ,» € @ if ||, — @|lm — 0 as n — oo for all m. As
is easily seen in our case this convergence means a uniform convergence of the
components (¢n); =: ¢ni, @i (i =1,...,1) and their derivatives of any order on the
interval [—a, al, i.e.,
o) = o), =10

n—oo

n

uniformly on [—a,a] for each m € Ny. Similarly a sequence of elements ¢,, € ® is
said to be fundamental if ||, — @k||m — 0 as n,k — oo for all m € Ny. This is
equivalent to the assertion that every sequence of complex-valued functions gpgrf)
(¢t =1,...,1 and m € Ny) is fundamental in C[—a, a] endowed with the uniform
norm. Since C[—a,a] is complete with respect to the uniform convergence, every
sequence <p£lnz) (n € N) converges uniformly on the interval [—a, a] to a continuous
function ;. Let @; =: ¢;9. Then applying successively for m = 1,2, ... the The-
orem on Interchange of Limit and Derivative we conclude that ¢;,, = gogm). Hence

i € C®[—a,a] and so ¢ € ®. It follows from above that ¢, 2 . Consequently
the countably normed space ® is complete.

Note that in old literature (see for instance [7]) in the definition of countably
normed spaces a family N was required to be a countable family of norms rather
than seminorms. Nowadays it is sufficient for A/ to be only a countable separating
collection of seminorms. However, in our case we can replace the family of semi-
norms A by an “equivalent” family N consisting of norms || - ||, :== 37" o || - [|&.
m € Ny. A pair (&, N’) will be a countably normed space in accordance with the
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old definition. At the same time as is easily checked the convergence in (®,N”)
coincides with the one defined above in (®,N), i.e., the systems N and N’ are
really equivalent.

So according to the modern definition a countably normed space is just a locally
convex topological linear space in which a separating collection of seminorms is
countable. It is to be noted that complete countably normed spaces are a natural
example of an F— space (i.e., a Fréchet space). In F— spaces some important results
of the Banach space theory remain true. For example, Banach’s Theorem on Inverse
Operator (also called Banach’s Theorem on Isomorphism) is valid in F— spaces, and
hence in complete countably normed spaces [I3] as well. We will need this theorem
in this section below.

We define in the complete countably normed space ® a subset

J:={pec®: ™) = Ap(™(a) + Be'™ (—a) + C™(0), m € Ny} .
It is easily seen that J is a linear closed subspace of ®. Here the closure of J

follows from the fact that if ¢, € J and ¢, 2 @ as n — 00, then for every m € Ny
the relation
P(0) = Ap(™ (a) + Bel™ (—a) + Cpl™(0)

also holds for the limit function ¢. We call J an initial space. Note that the initial
space J is not empty because it contains all functions from C*°[—a,a] identically
equal to zero in some neighborhoods of the points ¢t = +a and ¢ = 0. Note that J,
being a closed subspace of @, is a complete countably normed space as well.

By Corollary if ¢ € 7, then there exists a unique solution z(t), t € R, to the

initial-value problem
2'(t) = (Daz)(t), teR,

Tl —a,4a] = ¢-

Let z = x(t) satisfy (3.3]) with ¢ € J. For every fixed ¢t € R we define a function
ot = p1(0) := x(0 + t) of a variable 6 € [—a, al.

(3.3)

Proposition 3.1. For allt € R the function ¢y € J.

Proof. By differentiating repeatedly m times, m € Ny, the equation
2/ (1) = Az(t + a) + Bz(t —a) + Cz(1), TE€ER,
and putting 7 = 0 + ¢, we obtain
MG 1) = Az (0 +t + a) + Ba"™ (0 +t —a) + Cz(™ (0 + 1) ;
that is,
" (0) = Ap™ (0 + a) + Bo{™ (0~ a) + Cp™ ().
In particular, for § = 0 we have the relation
" (0) = Ap™ (a) + Bei™ (a) + Cof™ (0).

According to the definition of the subspace J the function ¢; € 7. O

Let T(t) : 3 — J, t € R, be a linear map such that T'(t)p := ¢ for ¢ € 7,
ie, (T(t)e)(0) = x(0 +t). It will be shown below that the map T'(t), t € R, is a

one—parameter group of linear transformations of the complete countably normed
space J. To be exact, the following relations hold:

(1) T(0) = I (the identity operator),
(2) T(tl + tg) = T(tl) T(tz) for all t1,t2 € R.
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Obviously only the group relation (2) needs to be checked. According to Corollary
a one-to-one mapping X : J — C®(R,C!) is defined so that for ¢ € J we have
(X¢)(t) = x(t), where z(t) is a unique solution of the initial value problem (3.3).
We call X a resolution operator. By using the resolution operator the action of the
operator T'(t) on an arbitrary function ¢ € J is written as follows

(T(@)p)(0) = (Xp)(0 +1). (3-4)

Lemma 3.2. Let z = z(t) be an arbitrary solution of the homogeneous equation
x'(t) = (Dgx)(t). For an arbitrary but fived 7 € R let us consider an initial function
©r(0) :=2(0 + 7). Then a function y(t) = z(t + 7) will be a unique solution to the
initial-value problem

a'(t) = (Dax)(t), tER,

(3.5)
x(9)|[—a,+a] = 907'(0) :
In other words, if 2’ (t) = (Dyz)(t), then
(Xz(0+7)(t) ==2(t+7). (3.6)
Proof. 1t is clear that the function y(¢) is a solution to (3.5). But according to
Corollary (2.5)) problem (3.5 has only one solution. O

Theorem 3.3. The group relation T(t1 +t3) = T(t1)T(t2) holds for all t1,ts € R.

t) is a solution of (3.3).
0) = 2(6-+1) = 1, ().

Proof. By definition (T'(7)¢)(0) = (0 + 7), where x = x
Consequently, (T'(t14+t2)p)(0) = z(0+t1+t2) and (T'(¢1)e)
Then

—_

(T(t2)T(t2))p)(0) = (T (t2) 1, )(0) = (T (t2)x(0 +11))(0) -
In view of and we have
(T(t2)(0 +11))(0) = (X2(0 + 11))(1) lo11= x(t +11) lor1,= 2(0 + 2 + 1) .
It follow that (T'(t2)T(t1)p)(0) = (0 + ta + t1) = (T'(t1 + t2)p)(0); that is,
T(te) T(t1)e = T(t1 + t2)y for all ¢ € J as required to be proved. O

Theorem 3.4. The operator-valued function T = T(t) is strongly differentiable
with respect to t and for any ¢ € J we have

d
21 T@e(0) = T(0)¢'(9) - (3.7)
Proof. We first check formula (3.7)) for ¢ = 0. It is necessary to show that there
exists a limit
T(t)p(0) — (0
o T(He(6) — o(6)

t—0 t
i.e., we need to verify that for every m € Ny

I T(t)p(0) — #(0)

=¢'(0), (3.8)

— @' O)|m —0 ast—0.

t
By and we have
| T =20 _ g, = | ZEHD=O i,

M (0 4-t) — 2™ (0)

) — 2 (O)]o.
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For each ¢ = 1,...,1 by the Mean Value Theorem for some ¢; € (0,1) (depending
on t an #) we have

nM O+ 1)~ 2™ O) e
t 7
Let |t| < a, then 6 + §;t € [—2a, 2a]. Therefore,

| TP =O gy,

m—+1 m+1
= om0+ 6) — 2 0)

< max{|z{" (@) — 2" V(0)]: 0,0 € [~2a,2a], |0 — 0] < |t|,i=1,...,1}.

(0) = 2"V (0 + 0:t) — 2" (0).

The above expression tends to zero as ¢ — 0 by the uniform continuity of the
functions xEmH) on the closed interval [—2a, 2a].

Now to prove for ¢ # 0 we use the group property of T'(t):
T(t+0)p(0) = T(t)p(6) _ T(0)pe(0) — ¢e(0)

) )
Since ¢; € J, by applying the already considered case of t = 0, we obtain
§—0 1)

Note that the last equality /(6 +t) = T'(t)¢' () is true because, as it follows from
the definition of J, the function ¢’ also belongs to the space J, and y(t) := ' (¢)
obviously satisfies (3.3]) with ¢’ in place of ¢. The proof is complete. O

=¢i(0) =2/ (0 +1) =T()¢'(6).

Corollary 3.5. The group T(t) is strongly continuous, i.e.,
o — tlirgl T(t)p =T(to)p
—to
for all p €T and any to € R.

Proof. In J like in any countably normed space strong differentiability implies
strong continuity [7]. O

Corollary 3.6. A differentiation operator D : 3 — J such that Dp(8) = ¢'(0), ¢ €
3, is the generator of the transformation group T(t). The operator D is continuous.

Proof. Since ¢ and its derivative ¢’ belong to the space J, the operator D maps
J to J. Consequently, by (3.8) the operator D is the generator of the group T'(¢).

. @ .
Further, || Do¢llm = [|¢'[lm = l|@llm+1- So, if ¢, — 0 as n — oo, i.e., ||onllr — 0
as n — oo for every k € Ny, then |[Dop|lm = ||@nllm+1 — 0 as n — oo for every
m € Ny as well. This proves the continuity of the operator D. ([

Theorem 3.7. The point spectrum o,(D) of the differentiation operator D : 3 — J
coincides with the set A = {\ € C : det(e*® A+ e 2B+ C — M) =0}. If X € A,
the corresponding eigenfunctions xx are of the form xx(0) = e’ Hy, 0 € [—a,a],
where the vectors Hy € C! depending on X\ are solutions of the homogeneous system
of linear equations

(A4 e MB+C - AN)H =0. (3.9)
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Proof. A solution of the eigenvalue-eigenvector problem Dz = Az, that is, 2'(6)
Az(0) is a smooth vector-valued function x(6) = ) H with H € C!. And ) €
if and only if

|l

20) = 42V (a) + B2 (—a) + 2P (0), keNy,
that is, if and only if in the case of A # 0,
MHH = (A + e B+ C)N'H, keNy,
or equivalently
MH = (eMA+ e MB+C)H,

which is . The case A = 0 is straight for work as the last equation like the
previous one holds for A = 0 as well.

It is easily seen that if Hy,..., Hy, (1 <k <) form a basis of solutions of (3.9),
then the eigenspace for A has the form &, = gen (e Hy,...,e* H}y) and hence
dim €&y = k. O

Let us show that the spectrum of D is a purely point one.
Lemma 3.8. Let a function x = x(0), 0 € [—a,a], be a solution of the equation
a'(0) = Ax(0) + f(0) ,
where A € C and f € 3. If the function x = x(0) satisfies the condition
2'(0) = Az(a) + Bz(—a) + Cz(0), (3.10)

then x € J, i.e., the following equality

25+ (0) — (Aa:(k) (@) + Ba™(—a) + C’x(k)(())) ~0 (3.11)
holds for all k € Ny.

Proof. Since f € C*°[—a,a], the function x € C*°[—a,a] as well. We prove the
assertion by induction. By the condition is obviously true for £ = 0.
Assume it to be true for k = n— 1 with some arbitrary n > 0. We need to establish
for k = n. By differentiating the equation 2’(6) = Az (#) + f(0) repeatedly n
times, we find that

2 (0) = e (0) + £ (0),
2™ (xa) = AV (+a) + fV(£a).
Consequently,
2D (0) — (Az™ (a) + Bz™ (—a) + Cz™(0))
= (A0 + F7(0) - A"V (@) + £V ()
- BV (=a) + 1D (~a)) — (A0 (0) + £ (0))
= )\(a:(”)(O) - (Ax(”fl)(a) + B2" Y (—a) + C’x(”fl)(())))
+ (f™0) = (Af™ Y (a) + Bf " (=a) + C£"D(0))) =0
by the induction hypothesis and the condition f € 7. (I
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Now suppose that A ¢ o0,(D) = A. Let us compute the resolvent R(\) =
(D — XI)~! of the operator D. Given f € J, the solution of the inhomogeneous
equation Dz = Az + f, i.e., of the differential equation /() = Az(0) + f(6) is given
by

0
z(0) = e Hy + / e M f(r)dr (3.12)

0
with an arbitrary vector Hy € C'. By Lemma for the solution z = z(6) to
belong to the space J it is sufficient to satisfy the condition by choosing
the vector Hy. From we find that 2/(0) = AHy + f(0). Substituting this

expression for 2/(0) and the expressions for z:(0)|+, also obtained from ([3.12)) in
(3.10)) we obtain

(M —eMA—e B~ C)Hy

_ Aa ¢ —AT ) dr —Xa - —AT ) dr.
=—f0)+e A/o e Tf(r)dr +e B/0 e Tf(r)d

Since A ¢ A = 0,(D), the determinant det (A — e*A — e=**B — C) # 0. Hence
the matrix (A — e*®A — e~ B — () is invertible. It follows from (3.13) that

Hp = (eMA+e B+ C —A)7(f(0)

(3.13)

a ~a (3.14)
- e’\“A/ e Mf(r)dr — e_A“B/ e M f(r)dr).
0 0
Consequently, by (3.14) and (3.12)) for A & 0,(D) = A, the resolvent
0
RO\ f(0) = e Hy + e / e M f(r)dr (3.15)
0

is defined on the whole space J. It follows that for A € o,(D) the bounded operator
D—M\I : J — TJis a bijection of the complete countably normed space J. By Banach’s
Theorem on Inverse Operator [I3] 18] (which is also valid in F'— spaces and hence, in
particular, in complete countably normed spaces) the inverse operator R(\) : J — J
is continuous as well. The function P(\) := det(e’A + e 2B + C — \I), A € C,
is a quasi-polynomial. As is known [I] quasi-polynomials like P(X) have in C a
countable set of isolated zeros. Since the set 0,(D) = A coincides with the zeros of
P()), we conclude that the point spectrum of the operator D consists of a countable
number of isolated eigenvalues of finite multiplicity £ < [. So the following theorem
on the spectrum of the generator D is proved:

Theorem 3.9. The spectrum of the linear operator D : 3 — T is a purely point
one and consists of a countable number of isolated eigenvalues of finite multiplicity
k < 1. For A\ € o,(D) the resolvent R()\) of D is given by formulas (3.15) and
(13.14).

Remark 3.10. The continuity of R(A) can be proved without applying Banach’s
Theorem on Inverse Operator. Indeed, let us denote by K various constants inde-
pendent of f. From it follows that |Hs| < K| f|lo, where the norm ||Hy|| of
the vector Hy = (h1,...,h;) € C! is defined to be max{|h;| : i = 1,...,1}. Hence
for the first term on the right-hand side of we have [|[e* H¢|l,, < K||f|lo-
Further for the second term in

0
e’\e/o e M f(r)dr =: g(h)
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we find that [|gllo < K| fllo- As g'(0) = Ag(6) + f(0) and g"(0) = Xg(0) +Af(0) +
£(0), it is shown by induction that for any m € N the following relation holds

m—1
g () = A"g(0) + > AT f9(6).
§=0
Whence,
m—1
lgllm = 9" 1lo < IN™llgllo + D> ™15 -
§=0
That is,

m—1
lgllm < K> IIfll;» meN.
j=0

Consequently, for m € Ny we have

m
B fllm < ”eMHme + llgllm < KZ £l -
§=0

So for any m € Ny there exists K = K, independent of f such that

1Rxfll < K115 -

§=0
This settles the continuity of the operator R(\) = (D — AI)~!.

It should be noted that the initial space J is not exhausted by finite linear
combinations of the eigenfunctions of the operator D. In other words, the set of
all eigenfunctions of D is not a Hamel basis [I4] for J. Indeed the functions from
® = C°°[—a, a] identically equal to zero in some neighborhoods of the points t = +a
and ¢t = 0 lie in J. But any of these functions is not analytical and hence it can not
be a finite linear combination of the eigenfunctions zy(0) = e’ H.

A direct substitution and a simple calculation show that functions of expo-
nential form zy(t) = eMH, t € R, where A € C and H € C', are solutions of
the homogeneous differential difference equation , i.e., the equation z/(t) =
Az(t+a)+ Bx(t—a)+Cxz(t), if and only if A € A and H = H). In other words, the
function zy(t), t € R, satisfies if and only if its corresponding initial function
2x(0), 0 € [—a, al, coincides with the eigenfunction ) (6) = e*’ Hy of the operator
D. Tt follows that the group T'(t) acts on the eigenfunction x () as follows

T(t)xa(0) = T(t)2x(0) = 2x(0 + 1)
_ 6)\(0+t)H)\ — eAt(eAOH)\)
=My (6).

Consequently we have T'(t)x(0) = eMx (). Thus the eigenfunctions x(6) of the
generator D corresponding to the eigenvalue A\ are as well the eigenfunctions of the
operator T(t) corresponding to the eigenvalue e*. It is well known that in view of
spectral mapping theorems this assertion is valid in Banach spaces [5].

So, between the exponential solutions z)(t), t € R, of equation and the
eigenfunctions x(6) of the operator D there is a one-to-one correspondence. But
as noted above the initial space J is not exhausted by the finite linear combinations
of the eigenfunctions x(6), where A € A = ¢,(D). Hence the set of solutions of
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equation ([2.20)) also contains a large collection of functions other than a countable
set of the exponential functions z)(t) = e*H,, A € A, and their finite linear
combinations.

4. RETARDED DIFFERENTIAL-DIFFERENCE EQUATIONS
ON THE WHOLE REAL LINE

On putting in (2.1) A = 0 we obtain a system of linear retarded differential
difference equations of the form

2'(t) = Bx(t —a) + Cx(t) + f(t), teR. (4.1)

It is well known [4] that if f € C(R), and ¢ € C[—a,0] are given functions, then
there is a unique continuous function z = z(t) (depending on f and ) defined on
[—a,+00) which coincides with ¢ on [—a,0] and satisfies equation fort >0
(with 2/(0) = 2/(0") equal to the right-hand derivative). This solution z = z(t) is
explicitly calculated by the method of steps [IL [4]. As in the proof of Theorem
it is easily established that this solution x = z(t) has a continuous derivative at
t = 0 if only if the initial function v has a derivative at the point ¢ = 0 with

¥'(0) = Bip(—a) + C(0) + £(0). (4.2)

Indeed, since z € C[—a,+00), and according to ([4.1), 2/(07) = Ba(—a) +
Cz(0) + f(0); that is, 2/(0") = By(—a) + C(0) + f(0). And there must exist
'(07) = ¢'(0). Hence z'(07) = 2/(07) if and only if relation is valid. To
extend the solution z(t) further to the left, as noted in [4], requires more smoothness
of f and ¢ and additional boundary conditions similar to condition (4.2)).

As in Section 2 let B,C' be square complex [ by [ matrices with B invertible,
a > 0 be fixed, and f € C®(R,C!). We are interested in solving the following
problem: What conditions should the function 1 satisfy for the solution = z(t) of
(4.1) to be extendible to the interval (—oo, 0]; that is, to be defined and to satisfy
(4.1) on the whole real line R? Proposition clearly remains valid in the case of
equation (£.I)), therefore if f € C*°(R) and a function z € AC(R) satisfies equation
for almost all t € R, then z € C*°(R) and equation is fulfilled for all
t € R. So in what follows we consider only smooth solutions z € C*°(R) of
defined on the whole real line R.

Let 2 be such a smooth solution. We define 9 := x|, o] to be a corresponding
initial function which is necessarily smooth, i.e., ¥y € C*°[—a,0]. As in Section 2
we will first show that if we know the initial function ¢ then combining the step
integration method and the step derivation method we can restore the solution
x(t) on the whole real line R. The cases ¢ > 0 and ¢ < —a should be treated
separately. For ¢ > 0 we apply the step integration method [4] and for ¢ < —a the
step derivation method. The corresponding formulas will be used later in proving
the main theorem of this section.

Let t > 0. We rewrite equation as follows

Z'(t)—Cz(t)=g(t), t>0, (4.3)

with g(t) := Bx(t — a) + f(t). The solution of the linear inhomogeneous system
(4.3) of differential equations of the first order with x(0) = (0) is given by the

variation-of-constants formula

z(t) = e“t(0) + / e [Ba(s — a) + f(s)] ds. (4.4)
0
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Now using the step integration method we will find z(¢) for all ¢ > 0. Indeed, if
t €[0,al], then s —a € [—a,0], and so according to (4.4)

t

() = et (0) + / eCU=)[By(s — a) + f(s)] ds. (4.5)
0

Thus formula (4.5) restores uniquely z(t) on the interval [0,a]. We proceed by

induction. Suppose that for arbitrary and fixed m € N we know z(t) on the interval

I, = [—a,ma], and let z|1,, =: ¢Yp,. If t € [ma, (m + 1)a], then in (4.4) s —a € I,

and therefore

z(t) = e“t(0) + /0 eC=) By, (s — a) + f(s)]ds. (4.6)

This means that z is found on the interval [ma, (m + 1)a] as well. So by induction
the solution z(t) is uniquely determined on every interval I, = [—a,na], n € N,
and hence for all ¢ > 0.

Now let ¢t < —h. In this case proceeding exactly as in Section 2 we rewrite
equation in the form

z(t—a) = B~ '2'(t) - B~'Cx(t) — B71f(t). (4.7)
After making the change of variable s := ¢t — a we obtain
x(s) =B '2'(s+a)— B 'Cax(s+a) — B 'f(s+a). (4.8)

If s € [-2a,—al, then s + a € [—a,0]. Hence according to (4.8) for s € [—2a, —al]
we have

z(s) = B™'/ (s + a) folcw(era)—B*lf(era), (4.9)

that uniquely determines x(s) for s € [—2a,—a]. Now suppose by induction that
for arbitrary and fixed m € N we know z(¢) on the interval [—ma, —(m — 1)a).
Then the right-hand side of is determined for s € [—(m + 1)a,—mal]. It
follows that the function x(s) on the left-hand side of is determined for s €
[—(m + 1)a, —ma] as well. This means by induction that z(t) is restored on every
interval [—(n + 1)a, —nal, n € N, that is, for all ¢t < —a.

Now we can take an arbitrary function ¢ € C°°[—h, 0] and consider it as an “ini-
tial function”. By combining the step integration method and the step derivation
method described above we construct a function z(¢), t € R. Using formulas (4.4)
and it is easily established by induction that z € C*®[ma, (m + 1)a], m € Z,
and that x satisfies equation for t € (ma, (m+1)a), m € Z. At the same time
at the points t,,, = ma, m € Z, the function z(¢) and all its derivatives can have
jump discontinuities. For the constructed function z = x(¢) to satisfy equation
for all ¢ € R and to be from C*°(R) the initial function ¢ should satisfy some
additional conditions like in Theorem These conditions are contained in the
next theorem.

Theorem 4.1. Let p € C*®[—h,0] and f € C®(R) be given functions. A solu-
tion © = xz(t) to equation satisfying the initial condition x|_q 0 = ¢ and
constructed by the method of steps belongs to C*(R) if and only if the following
conditions are fulfilled

$ED(0) = BY™ (—a) + Co(0) + f(0), neNg.  (410)
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Proof. Necessity. As in Theorem [2.2) it suffices to take the n-th derivative of the
both sides of and put ¢t = 0. Since z(t) = ¢(¢) for t € [—a, 0], we are done.

Sufficiency. Since for ¢t € [0,a] the integrand in is infinitely differen-
tiable, the left-hand side of (4.5), the function z(t), belongs to C°*°[0,a]. So
x € C®[—a,0)NC>®[0,a). Hence we have to show that x(™)(t) is continuous at the
point ¢t = 0 for all n € Ny. According to 2(07) = 4(0), whereas z(07) = ¢(0)
by the initial condition. Hence z(0~) = =z(0T); that is, the function z is con-
tinuous at ¢ = 0. Assume by induction that for an arbitrary k& € Ny we have
z®(0F) = 2™ (07); that is, 2®)(0F) = »*)(0) as @|(_s0) = . It follows from
that

25D (0%) = Bx®™ (—at) + C2®(07) + P (01); (4.11)
that is,
2" (0%) = Byp® (—a) + Cyp™(0) + f#)(0). (4.12)
As obviously *+1(07) = o +1(0), the equality z*+D(0F) = 2+ (07) is ful-
filled because of (#.10). Thus, by induction z(™)(t) is continuous at zero for all
n € Ny. Consequently, condition guaranties that the constructed by the
method of steps solution z(t) belongs to C*°[—a, al.

We proceed by induction on m € N. Let I,, := [—a,ma]. Assume that = €
C>(Iy). Ift € Ih41 = [—a,(m + 1)a], then in s —a € Ip,. Therefore the
integrand in belongs to C°(I41). It follows that the function = on the
left-hand side of belongs to C*°(I;,+1) as well. By induction we infer that
x € C*(1,,) for all m € N, that is x € C*®[—a, +0).

We pass to the case t < —a. Here the fact that the function z(t) constructed by
the step derivation method belongs to C*°(—o0,0] is established in just the same
way as in Theorem Besides we can also consider the case of equation for
t < —a as a particular case of equation with the matrix A = 0. (The existence
of A~ was only needed for constructing the solution of to the right.) Indeed,
as is already shown above the function ¢ := x|[_, 4 is infinitely differentiable. Since
A =0 and ¢|[_q,0) = ¥ the relation is written in the form of . Therefore
the solution z(t) extended to the left by means of the step derivation method will
be from C*°(—o0, a], and the proof is complete. O

Remark 4.2. It follows from the proof of Theorem [4.1] that if the function z = x(t)
constructed by the method of steps is infinitely differentiable at the point t = 0 or
t = —a, then necessarily x € C*(R).

In other aspects equation (4.1)) is quite analogous to equation . To get all
other statements concerning (4.1)) it is only needed to make negligible changes in all
the subsequent results for ([2.1]) obtained in Sections 2 and 3. To be exact, in place
of the intervals [—a,a] and [T — a,T + a] we should take the intervals [—a,0] and
[T — a, 7] respectively and put the matrix A equal to zero. The reason is that the
existence of the inverse matrix A~! was only needed in Section 2 for constructing
solutions of equation to the right on the real line.
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