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EXISTENCE OF MULTIPLE SOLUTIONS TO ELLIPTIC
EQUATIONS SATISFYING A GLOBAL EIGENVALUE-CROSSING

CONDITION

DUONG MINH DUC, LOC HOANG NGUYEN, LUC NGUYEN

Abstract. We study the multiplicity of solutions to the elliptic equation ∆u+

f(x, u) = 0, under the assumption that f(x, u)/u crosses globally but not
pointwise any eigenvalue for every x in a part of the domain, when u varies from

−∞ to ∞. Also we relax the conditions on uniform convergence of f(x, s)/s,

which are essential in many results on multiplicity for asymptotically linear
problems.

1. Introduction

Let Ω be a bounded connected open subset with smooth boundary in RN (N ≥ 3)
and H be the usual Sobolev space W 1,2

0 (Ω) with the inner product and norm

〈u, v〉 =
∫

Ω

∇u.∇v dx ∀u, v ∈W 1,2
0 (Ω),

‖u‖ =
(∫

Ω

|∇u|2dx
)1/2

∀u ∈W 1,2
0 (Ω).

Let f be a real-valued Caratheodory function on Ω × R such that the first order
partial derivative in second variable ∂f

∂t (x, t) exists and is continuous at any t in R
for every x in R, and f(x, 0) = 0 for all x in Ω. Assume that there exist measurable
functions V1, V2, V3 and V4 on Ω such that

lim inf
|t|→0

f(x, t)
t

= V1(x) ∀(x, t) ∈ Ω× R. (1.1)

|f(x, t)− f(x, s)| ≤ V2(x)|t− s| ∀x ∈ Ω, s, t ∈ R, (1.2)

f(x, t)− f(x, s)
t− s

≤ V3(x) ∀x ∈ Ω, s, t ∈ R, s 6= t, (1.3)

lim inf
|t|→∞

f(x, t)
t

= V4(x) ∀(x, t) ∈ Ω× R. (1.4)
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We consider the problem (P),
∆u+ f(x, u) = 0 in Ω,

u = 0 on ∂Ω.
(1.5)

This equation has been studied when f depends only on u in [2, 8, 9, 12, 21, 36].
The uniform convergence in (1.1) and (1.4) is essential in the articles [11, 10, 13,
15, 20, 19, 22, 23, 25, 26, 27, 28, 29, 30, 31, 37, 38, 39]. If f(x, u)/u does not cross
uniformly any λi, problem (1.5) may not have any solution (see [27]). In this paper
we relax conditions on uniform convergence of f(x, s)/s. In the real world we can
not estimate f(x, u)/u pointwise, we have only its average values by integration. On
the other hand we can neglect the behavior of f(x, u)/u at every x in small parts of
Ω. With these motivations, we introduce the concept of global eigenvalue-crossing
defined by (1.7) and (1.8), below. Using this concept, we study problem (1.5), and
illustrate our method by improving the results in [8]; see Theorem 1.1 below. It is
interesting that the conditions in Theorem 1.1 are similar to the Landesman-Lazer
conditions in [3, 19].

Let λ1 < λ2 ≤ . . . be the eigenvalues and ϕ1, ϕ2, . . . be their corresponding
eigenfunction of the Laplacian operator −∆ in H. Our result on multiplicity of
solutions is stated in the following theorem.

Theorem 1.1. Let Y be the subspace of H spanned by {ϕ1, ϕ2, . . . , ϕk}, and let Z
be the orthogonal complement of Y in H. Let W = |V1|+ V2 + |V3|+ |V4| and r be
in the interval (N2 ,∞). Suppose W ∈ Lr(Ω) and∫

Ω

(
|∇u|2 − V1u

2
)
dx ≥ C0‖u‖2 ∀u ∈W 1,2

0 (Ω), (1.6)∫
Ω

(
|∇z|2 − V3z

2
)
dx ≥ C1‖z‖2 ∀z ∈ Z, (1.7)∫

Ω

(
|∇y|2 − V4y

2
)
dx ≤ −C2‖y‖2 ∀y ∈ Y, (1.8)

Then (i) Problem (1.5) has at least five solutions. (ii) Moreover, one of the following
cases occurs:

(a) k is even and (1.5) has two solutions that change sign.
(b) k is even and (1.5) has six solutions, three of which are of the same sign.
(c) k is odd and (1.5) has two solutions that change sign.
(d) k is odd and (1.5) has three solutions of the same sign.

These results have been proved in [8] under the following conditions: f is a
differentiable function from R to R, such that f(0) = 0, f ′(0) < λ1, lim|t|→∞

f(t)
t ∈

(λk, λk+1), and f ′(t) < γ < λk+1 for all t in R. If f ′ is continuous on R and
sup{|f ′(t)| : t ∈ R} = M < ∞, we can apply Theorem 1.1 to consider this case
with V1(x) = f ′(0), V2(x) = M , V3(x) = γ and V4(x) = 1

2 (λk+1 + lim|t|→∞
f(t)
t ) for

any x in Ω.
Let µ and ν be real numbers such that µ < λk < ν. We have to cross λk in order

to go from µ to ν. Arguing as in [32, p. 26], we have∫
Ω

(|∇z|2 − µz2)dx ≥ (1− µ

λk+1
)‖z‖2 ∀z ∈ Z. (1.9)∫

Ω

(|∇y|2 − νy2)dx ≤ −(
ν

λk
− 1)‖y‖2 ∀y ∈ Y. (1.10)
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These inequalities motivated us to introduce the global conditions (1.7) and (1.8).

Example 1.2. Let Ω be the unit sphere in RN , γ be in the interval (λk, λk+1), ε
be a positive real number, and f be a real C2-function on Ω× R such that

f(x, t) =

{
0 if |t| ≤ 1

2 ,

(γ − ε(1− |x|2)−1/N )t if |t| ≥ 1,

and

|∂f(x, t)
∂t

| ≤ 4γ − 4ε(1− |x|2)−1/N if 0 ≤ |t| ≤ 1.

Since (1− |x|2)−1/N is in L
N
2 (Ω), by inequalities of Sobolev and Poincaré there is

a constant c0 such that for any u in W 1,2
0 (Ω),∫

Ω

(1− |x|2)−1/Nu2dx ≤
{∫

Ω

(1− |x|2)−
1
2 dx

}2/N{∫
Ω

u
2N

N−2 dx
}N−2

N

≤ c0
∫

Ω

|∇u|2dx.

Let ε be in the interval (0, c−1
0 ( γ

λk
−1)). We see that c2 ≡ γ

λk
−1−c0ε is positive.

Put V1(x) = 0, V2(x) = 4γ−4ε(1−|x|2)−
1
N , V3(x = V4(x) = gamma−ε(1−|x|2)−

1
N

for any x in Ω. Then f satisfies (1.1), (1.2), (1.3), (1.4), (1.6), (1.7) and (1.8).
Indeed, arguing as in [32, p. 26], we have∫

Ω

[|∇z|2 − V3z
2]dx ≥

∫
Ω

[|∇z|2 − γz2]dx ≥ (1− γ

λk+1
)‖z‖2 ∀z ∈ Z,∫

Ω

[|∇y|2 − V4y
2]dx ≤

∫
Ω

[(1 + c0ε)|∇y|2 − γy2]dx

=
k∑
j=1

[(1 + c0ε)λj − γ]
∫

Ω

α2
jϕ

2
jdx

= −
k∑
j=1

[
γ

λj
− 1− c0ε]λj

∫
Ω

α2
jϕ

2
jdx

= −[
γ

λk
− 1− c0ε]

∫
Ω

|∇y|2dx ∀y =
k∑
j=1

αjϕj ∈ Y.

Remark 1.3. Note that the set E = {x ∈ Ω : γ − ε(1 − |x|2)−
1
N < λ1} is a

nonempty open subset of Ω. Then the Lebesgue measure of E is positive, and
f(x,t)
t < λ1 for any x in E and |t| ≥ 1. Thus f(x,t)

t does not cross any λi at any x
in E.

2. Proof of main results

For any (x, ξ) in Ω× R and any u in H we define

ξ+ = max{ξ, 0}, ξ− = min{ξ, 0}, (2.1)

f±(x, ξ) = f(x, ξ±)∓ V1(x)ξ∓, (2.2)

F (x, ξ) =
∫ 1

0

f(x, sξ)ξds, F±(x, ξ) =
∫ 1

0

f(x, sξ±)ξ±ds+
1
2
V1(x)|ξ∓|2, (2.3)
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J(u) =
∫

Ω

[
1
2
|∇u|2 − F (x, u(x))]dx, J±(u) =

∫
Ω

[
1
2
|∇u(x)|2 − F±(x, u(x))]dx.

(2.4)

Some operators in this sections may not be compact vector fields but of class
(S)+, which has been introduced by Browder (see [5, 6]). We have the definitions
and properties of the class (S)+ as follows.

Definition 2.1. Let X be a subset of H and h be a mapping of X into H. We
say:

(i) h is demicontinuous if the sequence {h(xm)} converges weakly to h(x) in
H for any sequence {xm} converging strongly to x in H.

(ii) h is of class (S)+ if h is demicontinuous and has the following property :
let {xm} be a sequence in X such that {xm} converges weakly to x in H.
Then {xm} converges strongly to x in H if lim supn→∞〈h(xm), xm−x〉 ≤ 0.

Denote by Bs(x0) the open ball of radius s centered at x0 for any x0 in H.
Let U be a bounded open subset of H and ∂U and U be the boundary and the
closure of U in H respectively. Let f be a mapping of class (S)+ on U and let p
be in H \ f(∂U). By [5, Theorems 4 and 5], the topological degree of f on U at p
is defined as a family of integers and is denoted by deg(f, U, p). In [34] Skrypnik
showed that this topological degree is single-valued (see also [6]). The following
result was proved in [6].

Proposition 2.2. Let f be a mapping of class (S)+ from U into H, and let y be
in H \ f(∂U). Then we can define the degree deg(f, U, y) as an integer satisfying
the following three conditions:

(a) (Normalization) If deg(f, U, y) 6= 0 then there exists x ∈ U such that f(x) =
y. If y ∈ U then deg(Id, U, y) = 1 where Id is the identity mapping.

(b) (Additivity) If U1 and U2 are two disjoint open subsets of U and y does not
belong to f(U\(U1 ∪ U2)) then deg(f, U, y) = deg(f, U1, y) + deg(f, U2, y).

(c) (Invariance under homotopy). If {gt : 0 ≤ t ≤ 1} is a homotopy of class
(S)+ and {yt : t ∈ [0, 1]} is a continuous curve in H such that yt /∈ gt(∂U)
for all t ∈ [0, 1], then deg(gt, U, yt) is constant in t on [0, 1].

Definition 2.3. If u0 is an isolated zero of a map f of class (S)+, then, by the
additivity property of the degree, we can define

i(f, u0) = lim
s→0

deg(f,Bs(u0), 0),

which is called the index of f at u0.

Definition 2.4. Let j be a real-valued C1-function on H. We say that j satisfies
the Palais-Smale condition if for any sequence {xm} in H such that {j(xm)} is
bounded and {‖Dj(xm)‖} converges to 0, there is a convergent subsequence {xmk

}
of {xm}.

Definition 2.5. Let j be a real C1-function defined on an open subset U in H, and
x be a critical point of j. Then x is said to be a critical point of mountain-pass type
if there exists a neighborhood V of x contained in U such that W ∩ j−1(−∞, j(x))
is nonempty and not path-connected whenever W is an open neighborhood of x
contained in V .
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Definition 2.6. Let j be a real-valued C2-function on H and x0 ∈ H. We say
j satisfies the condition (Φ) at x0 if: Dj(x0) = 0 and 0 is a simple eigenvalue
whenever it is the smallest eigenvalue of D2j(x0).

We shall extend the results in [1, 16] to operators of class (S)+ in the appendix
and use them in the present and next sections. The proof of Theorem 1.1 needs
following lemmas.

Lemma 2.7. Let W be as in Theorem 1.1 and u be in H. We have
(F1) Wu is in L1(Ω) for any u in H.
(F2) There is a positive constant K such that∫

Ω

Wu2 dx ≤ K‖u‖2 ∀u ∈ H. (2.5)

(F3) For any sequence {vm} converging weakly to v in H, there are a measurable
function g on Ω and a subsequence {vmk

} of {vm} having the following
properties: |vmk

| ≤ g a.e. on Ω, and for any k,∫
Ω

W |g|2 dx <∞. (2.6)

Proof. Let q be in [1, N
N−2 ) such that 1

r + 1
q = 1. By Hölder’s and Sobolev’s

inequalities, there is constant c such that for any u ∈ H and s ∈ {1, 2}∫
Ω

W |u|sdx ≤
(∫

Ω

W rdx
)1/r[( ∫

Ω

|u|sqdx
) s

q
]s
≤ cs

(∫
Ω

W rdx
)1/r

‖u‖s. (2.7)

Therefore, (F1) and (F2) are satisfied.
Let {vm} be a sequence converging weakly to v in H. By [4, Theorem 4.9] and

Rellich-Kondrachov’s theorem, there exist g and v in L2q(Ω), and a subsequence
{vmk

} of {vm} such that {vmk
} converges to v in L2q(Ω), {vmk

} converges v a.e on
Ω, and |vmk

| ≤ g a.e on Ω. Since g2 is in Lq(Ω), Wg2 is integrable on Ω. �

Lemma 2.8. Let v and w be in H, such that w is nonnegative and not equal to 0
and ∫

Ω

[∇w∇ϕ− ∂f

∂t
(x, v(x))ϕ]dx = 0 ∀ϕ ∈ H.

Then w > 0 a.e. on Ω.

Proof. Let W and r be in Theorem 1.1, B(x, t) be a ball in RN with center x and
radius t, and p be in [2, N

N−2 ) such that 1
p + 1

r = 1. Put U(y) = ∂f
∂t (y, v(y)) for any

y in Ω. By (1.2) and Hölder’s inequality, there are positive contants M1 and M2

independing from x and t such that∫
B(x,t)

|U(y)|
|x− y|N−2

χΩ(y)dy ≤
∫
B(x,t)

W (y)
|x− y|N−2

χΩ(y)dy

≤ (
∫

Ω

W rdy)1/r(
∫
B(x,t)

|x− y|p(2−N)dy)1/p

≤M1

∫ t

0

sp(2−N)+N−1ds = M2t
θ,

where θ = p(2−N) +N > N
N−2 (2−N) +N = 0.
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Thus U is of Kato’s class (see [33]). Let x0 be in Ω and Ω′ be an open set such
that w(x0) > 0, x0 ∈ Ω′ and Ω′ ⊂ Ω. By Harnack’s inequality [33, Theorem 5.5]),
w(x) > 0 for any x in Ω′. Since Ω is connected in RN , w(z) > 0 for any z in Ω. �

Lemma 2.9. (i) The functional J is of class C2, the functionals J+ and J− are
of class C1. For any u and v in H we have

〈DJ(u), v〉 =
∫

Ω

[∇u∇v − f(x, u)v]dx, (2.8)

〈DJ±(u), v〉 =
∫

Ω

[∇u∇v − f±(x, u)v]dx. (2.9)

(ii)

lim sup
y∈Y,‖y‖→∞

J(y)
‖y‖2

< 0. (2.10)

Proof. (i) It is sufficient to prove that J is of class C2. The prove for J± are similar.
Let u, v be in H and x be in Ω. By (1.2), (2.3) and the mean value theorem, there
is sx in [0, 1] such that

|F (x, u(x) + v(x))− F (x, u(x))− f(x, u)v|
= |f(x, u(x) + sxv(x))v − f(x, u(x))v(x)|
≤ V (x)v2(x).

Hence, by (2.4) and (2.7),

|J(u+ v)− J(u)−
∫

Ω

[∇u∇v − f(x, u)v]dx|

= ‖|v‖2 +
∫

Ω

[F (x, u(x) + v(x))− F (x, u(x))− f(x, u)v]dx|

≤ ‖v‖2 + |
∫

Ω

V2v
2dx|

≤
[
1 + c2

(∫
Ω

W
N
2 dx

)2/N]
‖v‖2

Therefore, J is Fréchet-differentiable on H and

〈DJ(u), v〉 =
∫

Ω

[∇u∇v − f(x, u)v]dx ∀u, v ∈ H.

By (2.5)and(1.2), we have that for any u, w and v in H,

|〈J(u)− J(w), v〉| =
∫

Ω

|∇(u− w)∇v − (f(x, u)− f(x,w))v|dx

≤ ‖u− w‖‖v|+
∫

Ω

|V2(u− w)v|dx

≤ ‖u− w‖‖v|+
{∫

Ω

V2(u− w)2dx
}1/2{∫

Ω

V2v
2dx
}1/2

≤ (1 +K)‖u− w‖‖v‖.

(2.11)

Thus J is of class C1. Similarly we see that DJ is Fréchet-differentiable and

D2J(u)(v, w) =
∫

Ω

[∇v∇w − ∂f

∂t
(x, u)vw]dx ∀u, v, w ∈ H.
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Let v and w be in H and {um} be a sequence converging to u in H. We see that
{um} converges to u in L2(Ω). Since V2 is in LN/2(Ω), by a result on page 30 in
[17] and (1.2), we have

lim
m→∞

{∫
Ω

∣∣∂f
∂t

(x, um(x))− ∂f

∂t
(x, u(x))

∣∣N/2dx}N/2 = 0. (2.12)

As in (2.7), we have

|[D2J(um)−D2J(u)](v, w)|

= |
∫

Ω

[
∂f

∂t
(x, um)− ∂f

∂t
(x, u)]vwdx|

≤
{∫

Ω

∣∣∂f
∂t

(x, um)− ∂f

∂t
(x, u)|v2dx

∣∣}1/2

×
{∫

Ω

|∂f
∂t

(x, um)− ∂f

∂t
(x, u)|w2dx|

}N/2
≤ c2{

∫
Ω

|∂f
∂t

(x, um(x))− ∂f

∂t
(x, u(x))|N/2dx}N/2‖v‖‖w‖.

(2.13)

Combining (2.12) and (2.13), we obtain the continuity of D2J .
(ii) Let {ym} be a sequence in Y with am = ‖ym‖ → ∞. We shall prove that

lim sup
m→∞

J(ym)
a2
m

< 0.

Put wm = ym

am
. Since ‖wm‖ = 1 and Y is of finite dimension we may assume that

{wm} converges to w in Y with ‖w‖ = 1. When m goes to ∞, by (1.2), (2.4), (2.5)
and the mean value theorem, we have

|J(amwm)− J(amw)
a2
m

|

≤ |
∫

Ω
[ 1
2 (|∇amwm|2 − |am∇w|2)− F (x, amwm(x)) + F (x, amw(x))]dx

a2
m

|

≤ ‖wm + w‖‖wm − w‖+
∫

Ω

V2|wm − w|2dx

≤ (‖wm + w‖+K‖wm − w‖)‖wm − w‖ → 0.

(2.14)

Thus

lim sup
m→∞

J(amwm)
a2
m

= lim sup
m→∞

J(amw)
a2
m

.

Let s be in (0, 1] and x be in Ω such that w(x) 6= 0. Then limm→∞ |samw(x)| =∞
and by (1.4),

lim inf
m→∞

f(x, samw(x))
samw(x)

= V4(x) (2.15)



8 D. M. DUC, L. H. NGUYEN, L. NGUYEN EJDE-2013/145

Put D = {x ∈ Ω : w(x) 6= 0}. By (1.3), f(x,t)
t + V2(x) ≥ 0 for any (x, t) in Ω× R.

Therefore, by a general version of Fatou’s lemma, (1.2) and (1.4), we have

lim inf
m→∞

a−2
m

∫
Ω

F (x, amw(x))dx = lim inf
m→∞

a−2
m

∫
Ω

∫ 1

0

f(x, samw(x))amw(x) ds dx

= lim inf
m→∞

∫
D

∫ 1

0

f(x, samw(x))
samw(x)

sw2(x) ds dx

≥
∫
D

[
∫ 1

0

lim inf
m→∞

f(x, samw(x))
samw(x)

sw2(x) ds dx

=
∫
D

∫ 1

0

V4(x)sw2(x) ds dx

=
1
2

∫
D

V4(x)w2(x)dx

(2.16)
Combining (2.14), (2.16) and (1.8), we obtain

lim sup
m→∞

J(amwm)
a2
m

= lim sup
m→∞

[ ∫
Ω

|∇w|2dx− a−2
m

∫
Ω

F (x, samw(x))dx
]

=
1
2

∫
Ω

|∇w|2dx− lim inf
m→∞

a−2
m

∫
Ω

F (x, samw(x))dx

≤ 1
2

∫
Ω

[|∇w|2dx− V4(x)w2(x)]dx

≤ −1
2
C2‖w‖2 < 0,

which completes the proof. �

Lemma 2.10. (i) For every y ∈ Y and z1, z ∈ Z,

〈DJ(y + z1)−DJ(y + z), z1 − z〉 ≥ C1‖z1 − z‖2. (2.17)

Moreover, if {um} converges weakly to u0 in H then: (ii)

lim sup
m→∞

〈DJ(um), um − u0〉 ≥ C1 lim sup
m→∞

‖um − u0‖2, (2.18)

(iii)
lim sup
m→∞

〈DJ+(um), um − u0〉 ≥ C1 lim sup
m→∞

‖um − u0‖2, (2.19)

(iv)
lim sup
m→∞

〈DJ−(um), um − u0〉 ≥ C1 lim sup
m→∞

‖um − u0‖2. (2.20)

Proof. (i) By (2.8), (1.3), (1.7) and the orthogonality between Y and Z in H, we
have for all y ∈ Y and z1, z ∈ Z,

〈DJ(y + z1)−DJ(y + z), z1 − z〉

=
∫

Ω

|∇(z1 − z)|2dx−
∫

Ω

(f(x, y + z1)− f(x, y + z))(z1 − z)dx

≥
∫

Ω

|∇(z1 − z)|2dx−
∫

Ω

V3(x)(z1 − z)2dx ≥ C1‖z1 − z‖2.

(ii) Write um = ym + zm and u0 = y0 + z0, where ym, y0 ∈ Y and zm, z0 ∈ Z.
Using the orthogonality between Y and Z in H, we obtain ym ⇀ y0 and zm ⇀ z0
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in H. Since Y is finite dimensional, {ym} converges strongly to y0 in H. By (2.11),
DJ is Lipschitz continuous on H. Thus DJ(A) is bounded for any bounded subset
A of H. (i) implies that

lim sup
m→∞

〈DJ(um), um − u0〉

= lim sup
m→∞

〈DJ(um), ym − y0 + zm − z0〉

= lim sup
m→∞

〈DJ(ym + zm), zm − z0〉

= lim sup
m→∞

〈DJ(ym + zm)−DJ(ym + z0), zm − z0〉

+ lim
m→∞

〈DJ(ym + z0)−DJ(y0 + z0), zm − z0〉+ lim
m→∞

〈DJ(y0 + z0), zm − z0〉

= lim sup
m→∞

〈DJ(ym + zm)−DJ(ym + z0), zm − z0〉

≥ C1 lim sup
m→∞

‖zm − z0‖2

= C1 lim sup
m→∞

‖um − u0‖2.

(iii) Arguing as in Lemma 2.9, by (2.2) and (2.4), we have

〈DJ+(um), um − u0〉

=
∫

Ω

∇um∇(um − u0)dx−
∫

Ω

[f(x, u+
m(x))− V1(x)u−m(x)](um(x)− u0(x))dx

= 〈DJ(um), um − u0〉+
∫

Ω

[f(x, u−m(x)) + V1(x)u−m(x)](um)− u0)dx.

(2.21)
Let q be in [1, N

N−2 ) such that 1
r + 1

2q = 1. By Rellich-Kondrachov’s theorem,
Hölder’s theorem, (1.2) and (2.7), {um} converges strongly to u0 in L2q(Ω) and∣∣ ∫

Ω

[f(x, u−m(x) + V1(x)u−m(x)](um(x)− u0(x))dx
∣∣

≤ 2c2{
∫

Ω

W rdx}1/r‖u−m‖‖um − u0‖ → 0 as m→ 0.
(2.22)

Thus by (ii), (2.21) and (2.22), we obtain

lim sup
m→∞

〈DJ+(um), um − u0〉 = lim sup
m→∞

〈DJ(um), um − u0〉 ≥ C1‖um − u0‖2.

(iv) The proof of (iv) is similar to the proof of (2.20), and is omitted. �

Lemma 2.11. The operators DJ and DJ± are of class (S)+.

The proof of the above lemma follows from Lemma 2.10 and Definition 2.1.

Lemma 2.12. Let P be the orthogonal projection of H onto Y . Let N(u)(x) =
f(x, u(x)) for all u in H and x in Ω. Then:

(i) For any y in Y , there exists a unique ψ(y) ∈ Z such that ψ(y)|∂Ω = 0,
J(y + ψ(y)) = minz∈Z J(y + z) and

(I − P )DJ(y + ψ(y)) = −∆ψ(y)− (I − P )N(y + ψ(y)) = 0. (2.23)

(ii) The mapping ψ is continuous on Y .
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(iii) The reduction mapping J̃ : Y → R determined by J̃(y) = J(y + ψ(y)) is of
class C1, and

DJ̃(y) = PDJ(y + ψ(y)).

Moreover, y is a critical point of J̃ if and only if y + ψ(y) is a critical point of J .
(iv) If u0 = y0 + ψ(y0) is an isolated critical point of mountain-pass type of J

then y0 is a critical point of mountain-pass type of J̃ .
(v) If y0 ∈ Y such that y0 + ψ(y0) is an isolated critical point of J , then

i(DJ̃, y0) = i(DJ, y0 + ψ(y0)). (2.24)

Proof. The proofs of (i), (ii), (iii), (iv) are based on (2.17) and can be found in [7,
Lemma 1] and [8, Lemma 2.1].

(v) Put u0 = y0 +ψ(y0). Because DJ and ψ are continuous and u0 is an isolated
critical point of J , we can choose M > 0 and r > 0 such that u0 is the unique
critical point of J in Br(u0) and

‖DJ(y + tψ(y) + (1− t)z)‖ ≤M ∀u = y + z ∈ Br(u0), t ∈ [0, 1].

We put

h1(t, u) = PDJ(y + tψ(y) + (1− t)z) + (1− t)(I − P )DJ(y + z)

+ t(z − ψ(y)) ∀t ∈ [0, 1], u = y + z ∈ Y ⊕ Z.
(2.25)

First we show that u0 is the unique zero of h1(t, ·) in Br(u0) for all t ∈ [0, 1]. Indeed,
let (t, u) ∈ [0, 1]×Br(u0) such that u = y + z in Y ⊕ Z and h1(t, u) = 0. By (i)

〈DJ(y + ψ(y)), w〉 = 0 ∀w ∈ Z. (2.26)

Thus by (2.17), we have

0 = 〈h1(t, u), z − ψ(y)〉
= (1− t)〈DJ(y + z), z − ψ(y) > +t‖z − ψ(y)‖2

= (1− t)〈DJ(y + z)−DJ(y + ψ(y)), z − ψ(y)〉+ t‖z − ψ(y)‖2

≥ [(1− t)C1 + t]‖z − ψ(y)‖2,

which implies z = ψ(y). Therefore, by (i) and (2.25),

0 = h1(t, u) = h1(t, y + ψ(y))

= PDJ(y + ψ(y)) + (1− t)(I − P )DJ(y + ψ(y))

= DJ(y + ψ(y))− t(I − P )DJ(y + ψ(y))

= DJ(y + ψ(y)) = DJ(u).

By the choice of r, we obtain u = u0.
We will prove that h1 is a homotopy of class (S)+ on Br(u0). Let {(tm, um)}

be a sequence in [0, 1] × Br(u0) such that {tm} converges to t in [0, 1] and {um}
converges weakly to u in Br(u0) and

lim sup
m→∞

〈h1(tm, um), um − u〉 ≤ 0. (2.27)

We will show that {um} converges strongly to u in H. We write um = ym + zm
and u = y + z, where (y, z) and (ym, zm) are in Y × Z for any integer n.

Since Y is finite-dimensional, {ym} converges strongly to y. Using the continuity
of ψ and the boundedness of {DJ(ym + tmψ(ym) + (1− tm)zm)} and {um}, we can
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assume that {PDJ(ym+tmψ(ym)+(1−tm)zm)} and {PDJ(um)} converge strongly
in H. By (2.25) we have

〈h1(tm, um), um − u〉
= 〈PDJ(ym + tmψ(ym) + (1− tm)zm), um − u〉
− (1− tm)〈PDJ(um), um − u〉+ (1− tm)〈DJ(um)−DJ(u), um − u〉
+ (1− tm)〈DJ(u), um − u〉+ tm〉zm, ym − y〉
+ tm〈zm − z, zm − z〉+ tm〈z, zm − z〉 − tm〈ψ(ym), um − u〉.

Hence,

lim sup
m→∞

(1− tm)〈DJ(um)−DJ(u), um − u〉

= lim sup
m→∞

(1− tm)〈DJ(y + zm)−DJ(y + z), zm − z〉.

Thus, by (2.17), (2.27) is equivalent to

0 ≥ lim sup
m→∞

{(1− tm)〈DJ(y + zm)−DJ(y + z), zm − z〉+ tm‖zm − z‖2}

≥ lim sup
m→∞

{(1− tm)C1‖zm − z‖2 + tm‖zm − z‖2}

≥ min{C1, 1} lim
m→∞

‖zm − z‖2,

which gives the strong convergence of {um} to u. Hence, h1 is a homotopy of class
(S)+ on Br(u0). Since h1(0, u) = DJ(u), by Proposition 2.2 we have

i(DJ, y0 + ψ(y0)) = i(h1(1, ·), y0 + ψ(y0)). (2.28)

For (t, u) in [0, 1]×Br(u0), put

h2(t, u) = u+ t[PDJ(Pu+ ψ(Pu))− Pu− ψ(Pu)]

+ (1− t)[PDJ(Pu+ ψ(Pu))− Pu− ψ(y0)]
(2.29)

We write u = y+ z with y = P (u) and z = u−P (u), we have u = P (u) +u−P (u)
and

h2(t, u) = PDJ(y + ψ(y)) + t(z − ψ(y)) + (1− t)(z − ψ(y0)),

h2(0, u) = PDJ(y + ψ(y)) + z − ψ(y0),

h2(1, u) = PDJ(y + ψ(y)) + z − ψ(y).

If h2(t, u) = 0 for some (t, u) in [0, 1]×Br(u0), then it is implied that

PDJ(y + ψ(y)) = Ph2(t, u) = 0.

Thus by (2.23), we see that y+ψ(y) is a critical point of J . Since u0 is the unique
critical point of J in Br(u0), we have y = y0. Hence

0 = (I − P )h2(t, u) = z − tψ(y)− (1− t)ψ(y0) = z − ψ(y0).

Thus z = ψ(y0) and u = u0. Therefore h2(t, .) has a unique zero u = u0 in Br(u0)
for all t ∈ [0, 1], and h2 is a homotopy on [0, 1] × Br(u0) of the compact vector
fields h2(0, .) and h2(1, .). By the product formula and the homotopy invariance of
topological degree for compact vector fields, we have

i(DJ̃, y0) = i(h2(0, .), y0 + ψ(y0)) = i(h2(1, .), y0 + ψ(y0)). (2.30)

Combining (2.28), (2.30) and the fact that h1(1, ·) = h2(1, ·) we obtain (v). �
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Lemma 2.13. There exist positive real numbers r and C such that

C‖u‖2 ≤ min{J(u), J+(u), J−(u)}∀u ∈ Br(0).

Proof. By (2.2), (2.3), (2.4) and (1.6), we have

J+(u) = J(u+) +
1
2

∫
Ω

[|∇u−|2 − V1|u−|2]dx ≥ J(u+) + C0‖u−‖2,

J−(u) = J(u−) +
1
2

∫
Ω

[|∇u+|2 − V1|u+|2]dx ≥ J(u−) + C0‖u+‖2.

Thus, since ‖u‖2 = ‖u+‖2 +‖u−‖2, it suffices to show that there exist positive con-
stants C and r such that J(u) ≥ C‖u‖2 for all u in Br(0). Assume by contradiction
that there exist sequences {um} ⊂ H and {sm} ⊂ R such that 0 < am = ‖um‖ → 0,
sm → 0 and J(um) ≤ sm‖um‖2; i.e.,

1
2

∫
Ω

|∇vm|2dx−
∫

Ω

F (x, amvm)
a2
m

dx ≤ sm, (2.31)

where vm = a−1
m um. Since ‖vm‖ = 1 we can assume that vm ⇀ v0 in H. By

Hospital’s rule,

lim
t→0

F (x, t)
t2

=
1
2
V1(x). (2.32)

By (1.2), we have

|F (x, amv0(x))
a2
m

| = a−2
m |
∫ 1

0

f(x, tamv0(x))amv0(x)dt| ≤ 1
2
V2(x)v2

0(x)

Since V2v
2
0 is integrable, by Lebesgue’s dominated convergence theorem, (1.6) and

(2.32),

lim
m→∞

∫
Ω

(
1
2
|∇v0|2 −

F (x, amv0(x))
a2
m

)dx =
1
2

∫
Ω

(|∇v0|2 − V1v
2
0)dx ≥ 0. (2.33)

Combining (2.31) and (2.33), one has

lim sup
m→∞

∫
Ω

[
1
2

(|∇vm|2 − |∇v0|2)− F (x, amvm(x))− F (x, amv0(x))
a2
m

]dx ≤ 0. (2.34)

On the other hand, by (2.3) and (1.2), and replacing {vm} by its subsequence
converging pointwise to v0 in Ω as in (F3), which is also denoted by {vm}, we have∣∣ ∫

Ω

F (x, amvm(x))− F (x, amv0(x))
a2
m

dx
∣∣

=
∣∣ ∫

Ω

∫ 1

0

f(x, samvm(x)− f(x, samv0(x))
am

(vm(x)− v0(x)) ds dx
∣∣

≤ 1
2

∫
Ω

V2(x)(vm(x)− v0(x))2dx,

which converges to 0 as n→∞. Thus, by (2.34) we obtain limm→∞ ‖vm‖ = ‖v0‖.
Since vm ⇀ v0 in H, we see that vm → v0 in H and ‖v0‖ = 1. By (2.31), (2.33)
and (1.6) we have

0 ≥ lim sup
m→∞

1
2

∫
Ω

[|∇v0|2 −
F (x, amv0(x))

a2
m

]dx =
1
2

∫
Ω

(|∇v0|2 − V1v
2
0)dx ≥ C0 > 0,

This contradiction completes the proof. �
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Lemma 2.14. Let u0 be a critical point of J in H. Then J satisfies condition (Φ)
at u0.

Proof. This proof is based on the ideas by Manes and Micheletti in [24] and the
regularity and strong Harnack’s inequality for Schrodinger operators in [33] (see
also [35]). Let B be the second derivative of J at u0. We have

〈Bw,ϕ〉 =
∫

Ω

[∇w∇ϕ− ∂f

∂t
(x, u0(x))wϕ]dx ∀w,ϕ ∈ H. (2.35)

Suppose that 0 is the smallest eigenvalue of B, we must show that it is simple. Let
E1 be its corresponding eigenspace. The proof consists of four steps.
Step 1. Firstly, we show thatB is of class (S)+. Let {wm} be a sequence converging
weakly to w0 in H and

lim sup
m→∞

< B(wm), wm − w0 >≤ 0. (2.36)

By (F3), we can suppose that {wm} convergent pointwise to w0 and there is a
measurable function g having the following properties: |wm| ≤ g for every integer m
and |∂f∂t (x, u0(x))|g2 is integrable on Ω. Thus by Lebesgue’s Dominated convergence
theorem, we have

lim
m→∞

∫
Ω

∂f

∂t
(x, u0(x))(wm − w0)2dx = 0. (2.37)

By (2.35), we have

〈B(wm)−B(w0), wm − w0〉

=
∫

Ω

[|∇(wm − w0)|2 − ∂f

∂t
(x, u0(x))(wm − w0)2]dx

= ‖wm − w0‖2 −
∫

Ω

∂f

∂t
(x, u0(x))(wm − w0)2dx.

(2.38)

Since {wm} converges weakly to w0, By (2.35) and (2.37), we obtain

lim
m→∞

|〈B(w0), wm − w0〉|

≤ lim
m→∞

‖
∫

Ω

[∇w0∇(wm − w0)|+ lim
m→∞

|∂f
∂t

(x, u0(x))w0(wm − w0) = 0
(2.39)

Combining (2.36), (2.37), (2.38) and (2.39), we see that {wm} converges strongly
to w0. Hence B is of class (S)+. Since B is of class (S)+ and 0 is the smallest
eigenvalue of B, by Lemma 3.2, we have

〈Bw,w〉 ≥ 0 ∀w ∈ H, (2.40)

and the equality holds if and only if Bw = 0.
Step 2. We show that w+

0 and w−0 are in E1 for any w0 in E1. Indeed, let w0 be
in E1. By (2.35), we have

0 = 〈Bw0, w0〉 = 〈Bw+
0 , w

+
0 〉+ 〈Bw−0 , w

−
0 〉.

Hence, (2.40) implies
〈Bw+

0 , w
+
0 〉 = 〈Bw−0 , w

−
0 〉 = 0. (2.41)

By (2.40) and (2.41) we obtain

Bw+
0 = Bw−0 = 0. (2.42)
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Step 3. We show that if w0 ∈ E1 then w0 is continuous and either positive,
negative or identically vanishing in Ω. As in Lemma 2.8, ∂f

∂t (x, u0(x)) is of Kato’s
class. Using (2.42) and results of [33, sections 2 and 3], we see that w+

0 and w−0
are continuous functions. If w0 vanishes in Ω then this step is done. Now suppose
that w0(x1) 6= 0 for some x1 ∈ Ω. If w0(x1) > 0, by Lemma 2.8, we see that w+

0 is
positive. Thus w0(x) = w+

0 (x) > 0 for all x ∈ Ω. If w0(x1) < 0, a similar argument
shows that w0(x) < 0 for all x in Ω.
Step 4. Finally, we show that 0 is a simple eigenvalue of B. Indeed, let w1 and
w2 be two distinct elements of E such that w2(x0) 6= 0 for some x0 ∈ Ω. Put
λ = w1(x0)

w2(x0) and w3 = w1 − λw2. Then Bw3 = 0 and w3(x0) = 0. Thus w3 ≡ 0 and
therefore w1 = λw2 or 0 is simple. �

Lemma 2.15. J+ and J− satisfy the Palais-Smale condition.

Proof. We only give the proof for J+, because the case of J− is similar. Let {um}
be a sequence in H such that ‖DJ+(um)‖ ≤ 1

m for any n. We prove that {um} has
a converging subsequence. Because DJ+ is of class (S)+ it suffices to show that
{um} is bounded in H. For any m in N and any ϕ in H

|〈DJ+(um), ϕ〉| =
∣∣ ∫

Ω

[∇um∇ϕ− (f(x, u+
m) + V1(x)u−m)ϕ]dx

∣∣ ≤ 1
m
‖ϕ‖. (2.43)

Using ϕ = u−m in (2.43), by (1.6), we obtain

C0‖u−m‖2 ≤
∫

Ω

[|∇u−m|2 − V1(x)|u−m|2]dx ≤ 1
m
‖u−m‖.

Thus limm→∞ u−m = 0 in H. Thus there is a sequence of positive real numbers
{εm} converging to 0 such that

|
∫

Ω

[∇u+
m∇ϕ− f(x, u+

m)ϕ]dx| ≤ εm‖ϕ‖ ∀ϕ ∈ H. (2.44)

Let vm and wm be in Y and Z respectively such that u+
m = vm+wm for any integer

m. Put am = ‖u+
m‖ for every positive integer n. Suppose by contradiction that

lim
m→∞

‖u+
m‖2 ≡ lim

m→∞
(‖vm‖2 + ‖wm‖2) =∞.

Replacing {u+
m} by its subsequence, by (F3), we can assume that {u

+
m

am
}, { vm

am
} and

{wm

am
} converge almost everywhere on Ω, and there is a measurable function g such

that |u
+
m|
am

+ |vm|
am

+ |wm|
am
≤ g and V2g

2, V3g
2 and V4g

2 are integrable on Ω. Put
D = {x ∈ Ω : supm u+

m(x) <∞}. We have

lim
m→∞

u+
m

am
(x) = 0 ∀x ∈ D, (2.45)

lim
m→∞

|v2
m − w2

m|
a2
m

(x) = lim
m→∞

u+
m

am

|vm − wm|
am

(x) ≤ lim
m→∞

2g(x)
u+
m

am
(x) = 0 ∀x ∈ D.

(2.46)

|v2
m − w2

m|
a2
m

(x) ≤ 2g2(x) ∀x ∈ D. (2.47)



EJDE-2013/145 EXISTENCE OF MULTIPLE SOLUTIONS 15

Using ϕ = wm and vm in (2.44), by (1.3), (1.7) and (1.8), we have

εm‖wm‖

≥
∫

Ω

[|∇wm|2 − f(x, u+
m)wm]dx

= ‖wm‖2 −
∫

Ω

f(x, u+
m(x))

u+
m(x)

u+
mwmdx

= [‖wm‖2 −
∫

Ω

V3w
2
mdx] +

∫
Ω

V3w
2
mdx−

∫
Ω

f(x, u+
m(x))

u+
m(x)

u+
mwmdx

≥ C1‖wm‖2 +
∫

Ω

[V3 −
f(x, u+

m(x))
u+
m(x)

]w2
mdx−

∫
Ω

f(x, u+
m(x))

u+
m(x)

vmwmdx,

(2.48)

and
εm‖vm‖

≥ −
∫

Ω

[|∇vm|2 − f(x, u+
m)vm]dx

= −[‖vm‖2 −
∫

Ω

V4v
2
mdx] +

∫
Ω

V4v
2
mdx−

f(x, u+
m(x))

u+
m(x)

u+
mvmdx

≥ C2‖vm‖2 +
∫

Ω

[
f(x, u+

m(x))
u+
m(x)

− V4]v2
mdx+

∫
Ω

f(x, u+
m(x))

u+
m(x)

wmvmdx.

(2.49)

Put γ = min{C1, C2} > 0. Using the orthogonality of vm and wm in H, by (1.4),
(2.48) and (2.49), we obtain

2εm
am
− γ

≥
∫

Ω

V3
w2
m

a2
m

dx−
∫

Ω

f(x, u+
m(x))

u+
m(x)

w2
m

a2
m

dx−
∫

Ω

V4
v2
m

a2
m

dx+
∫

Ω

f(x, u+
m(x))

u+
m(x)

v2
m

a2
m

dx

=
∫
D

[V3 − V4]
w2
m

a2
m

dx+
∫
D

V4[
w2
m

a2
m

− v2
m

a2
m

]dx−
∫
D

f(x, u+
m(x))

u+
m(x)

[
w2
m

a2
m

− v2
m

a2
m

]dx

+
∫

Ω\D
[V3 −

f(x, u+
m(x))

u+
m(x)

]
w2
m

a2
m

dx−
∫

Ω\D
[V4 −

f(x, u+
m(x))

u+
m(x)

]
v2
m

a2
m

dx

≥
∫
D

[V4 −
f(x, u+

m(x))
u+
m(x)

][
w2
m

a2
m

− v2
m

a2
m

]dx

+
∫

Ω\D
[
f(x, u+

m(x))
u+
m(x)

− V4]
v2
m

a2
m

dx

(2.50)
By (2.46), (2.47), (1.4), Lebesgue’s dominated convergence theorem and Fatou’s
Lemma, as in (2.16), we have

lim
m→∞

∫
D

[V4 −
f(x, u+

m(x)
u+
m(x)

][
w2
m

a2
m

− v2
m

a2
m

]dx = 0, (2.51)

lim inf
m→∞

∫
Ω\D

[
f(x, u+

m(x))
u+
m(x)

− V4]
v2
m

a2
m

dx

≥
∫

Ω\D
lim inf
m→∞

[
f(x, u+

m(x))
u+
m(x)

− V4]
v2
m

a2
m

dx ≥ 0.
(2.52)
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Combining (2.50), (2.51) and (2.52), we obtain a contradiction, which implies the
boundedness of {u+

m}. Therefore, {um} is bounded inH and we have the conclusion.
�

Lemma 2.16. (i) If R is sufficiently large then DJ+ and DJ− have no solution
outside BR(0), and (ii) deg(DJ+, BR(0), 0) = deg(DJ−, BR(0), 0) = 0.

Proof. Using Lemma 2.15 we obtain (i). It suffices to prove (ii) for J+. Let η1 and
η2 be two positive numbers such that η1 < λ1 < λk < η2 < λk+1. For any u in H,
by the Riesz representation theorem, there is a unique π(u) in H such that

〈π(u), ϕ〉 =
∫

Ω

[∇u∇ϕ− η2u
+ϕ+ η1u

−ϕ]dx ∀ϕ ∈ H.

It is easy to prove that π is a compact-vector field on H. Arguing as in [8, Lemma
3.1] we see that 0 is the unique zero of π and deg(π,B, 0) = 0 if B is a ball in H
containing zero. Put

h(s, u) = sDJ+(u) + (1− s)π(u) ∀(s, u) ∈ [0, 1]×H.
By the homotopy invariance of topological degree of S+ operators, it is sufficient
to show that there exists a sufficiently large R such that h(s, u) 6= 0 for all sin[0, 1]
and u ∈ H \BR(0). Suppose by contradiction that there exist a sequence {um} in
H and a sequence {sm} in [0, 1] such that {sm} converges to s in [0, 1], ‖um‖ ≥ n
and

smDJ+(um) + (1− sm)π(um) = 0
or∫

Ω

∇um∇ϕdx−
∫

Ω

{[smf(x, u+
m)+(1−sm)η2u

+
m]−[smV1(x)+(1−sm)η1]u−m}ϕdx = 0

for any m ∈ N and ϕ ∈ H.
Arguing as in the proof of Lemma 2.15 with [smf(x, u+

m) + (1 − sm)η2u
+] and

[smV1(x) + (1 − sm)η1] instead of f(x, u+
m) and V1(x) respectively , we obtain a

contradiction. �

Lemma 2.17. (i) u0 is a critical point of J+ (respectively J−) if and only if u0 is
a nonnegative (respectively non-positive) critical point of J .

(ii) Moreover if u0 is a common isolated critical point of both J and J+ (respec-
tively J−), then i(DJ, u0) = i(DJ+, u0) (respectively = i(DJ−, u0)).

Proof. (i) Suppose that u0 is a critical point of J+; i.e.,∫
Ω

[∇u0∇ϕ− f(x, u+
0 )ϕ− V1(x)u−0 ϕ]dx = 0∀ϕ ∈ H.

Choosing ϕ = u−0 , we have∫
Ω

[|∇u−0 |2 − V1|u−0 |2]dx = 0.

By (1.6), we have u−0 = 0 and thus u0 ≥ 0.
(ii) Let u0 be a common isolated critical point of J and J+. Choose r > 0 such

that J and J+ have no any other critical point inside Br(u0). By the homotopy
invariance property of topological degree for operators of class (S)+, it is sufficient
to show that: there exists r1 < r such that sDJ(u) + (1 − s)DJ+(u) 6= 0, for all
s ∈ [0, 1] for any u in Br1(u0) \ {u0}. Assume by contradiction that there exists
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a sequence {(um, sm)} in Br(u0) × [0, 1] such that um 6= u0, um → u0 in H and
smDJ(um) + (1− sm)DJ+(um) = 0. For any ϕ in H and m in N we have∫

Ω

(∇um∇ϕ− [f(x, u+
m) + smf(x, u−m) + (1− sm)V1u

−
m]ϕ)dx = 0. (2.53)

Choosing ϕ = u−m, we obtain∫
Ω

{|∇u−m|2 − smf(x, u−m)u−m − (1− sm)V1(x)|u−m|2}dx = 0 ∀n ∈ N. (2.54)

Since {um} converges to u0 in H and u0 ≥ 0, {u−m} converges to 0. Using Rellich-
Kondrachov’s theorem and Egorov’s theorem , we can suppose: for any positive
real number ε, there is a measurable subset Dε such that the Lebesgue measure of
Ω \Dε is less than ε and {u−m} converges uniformly to 0 on Dε.

We claim that u−m 6≡ 0 for every n in N. If u−m ≡ 0 for some n, then um
is nonnegative and DJ(um) = DJ+(um). Thus DJ(um) = smDJ(um) + (1 −
sm)DJ+(um) = 0, which contradicts the choice of r.

Put am = ‖u−m‖ > 0 and vm = a−1
m u−m. We can assume that vm ⇀ v0 in H and

then sm → s in [0, 1]. By (1.6) and (2.54) we have

0 =
∫

Ω

{|∇vm|2 − sm
f(x, amvm)
amvm

v2
m − (1− sm)V1v

2
m}dx

=
∫

Ω

(|∇vm|2 − V1v
2
m)dx− sm

∫
Ω

(
f(x, amvm)
amvm

− V1)v2
mdx

≥ C0 + sm

∫
Dε

(
f(x, u−m)
u−m

− V1)v2
mdx− sm

∫
Ω\Dε

(
f(x, amvm)
amvm

− V1)v2
mdx.

(2.55)
Since {u−m} converges uniformly to 0 on Dε, we see that { f(x,u−m)

u−m
− V1} converges

uniformly to 0 on Dε and

lim
m→∞

∫
Dε

(
f(x, u−m)
u−m

− V1)v2
mdx = 0. (2.56)

Since r > N
2 , there is q in the interval (1,∞) such that 1

q + 1
r + N−2

N = 1. By (1.2)
and Hölder’s inequality, we have

|
∫

Ω\Dε

(
f(x, amvm)
amvm

− V1)v2
mdx|

≤ 2
∫

Ω\Dε

Wv2
mdx

≤ 2(m(Ω \Dε))1/q
{∫

Ω\Dε

W rdx
}1/r{∫

Ω\Dε

|vm|
2N

N−2 dx
}N−2

N → 0 as ε→ 0.

(2.57)
Combining (2.55), (2.56) and (2.57), we find a contradiction, which completes the
proof of the lemma. �

Lemma 2.18. Let u0 be an isolated critical point of mountain-pass type of J+

(respectively J−). Then it is also an isolated critical point of mountain-pass type of
J .
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Proof. It suffices to prove the lemma for the case u0 is an isolated critical point of
mountain-pass type of J+. We shall find a neighborhood U of u0 such that for all
open neighborhood V2 ⊂ U of u0, the set V ∩ J−1(−∞, J(u0)) is nonempty and
not path-connected. By calculations, we have

J+(u) = J(u+) +
1
2

∫
Ω

[|∇u−(x)|2 − V1(x)|u−(x)|2]dx ∀u ∈ H. (2.58)

Since u0 is a critical point of J+, u0 is nonnegative by Lemma 2.17. Therefore,
u0 = u+

0 and
J(u0) = J(u+

0 ) = J+(u0).
Put µ = J(u0) = J+(u0). By definition, there exists a neighborhood E0 of u0

such that the set E ∩ J+
−1(−∞, µ) is nonempty and not path-connected for all

open neighborhood E ⊂ E0 of u0. By Lemma 2.13, we can choose an r such that
J(u−) ≥ 0 if ‖u−‖ ≤ r. Since

‖u− u0‖ = ‖(u+ − u0) + u−‖ ≤ ‖u+ − u0‖+ ‖u−‖,
there exist δ ∈ (0, r) such that

U = {u : ‖u+ − u0‖ < δ, ‖u−‖ < δ} ⊂ E0. (2.59)

We see that U is an open neighborhood of u0 and

u+ + tu− ∈ U∀t ∈ [0, 1], (2.60)

J(u) = J(u+) + J(u−) ≥ J(u+) = J+(u+) ∀u ∈ U. (2.61)

Let V be an open neighborhood of u0 in U . As in (2.59), there is a δ1 ∈ (0, δ) such
that

U1 = {u : ‖u+ − u0‖ < δ1, ‖u−‖ < δ1} ⊂ V. (2.62)
We accomplish the proof by following steps
Step 1. We show that V ∩ J−1(−∞, µ) is nonempty. If s ≥ t ≥ 0, by (2.58) and
(1.6) we have

J+(u+ + su−)− J+(u+ + tu−) = (s2 − t2)
∫

Ω

[|∇u−(x)|2 − V1(x)|u−(x)|2]dx ≥ 0.

(2.63)
Since u0 ∈ U1 ⊂ E0 and U1 is open, the set U1 ∩ J+

−1(−∞, µ) is nonempty. Pick
an element v in this set. By (2.63), we have J(v+) = J+(v+) ≤ J+(v+ + v−) =
J+(v) < µ, and hence v+ ∈ J−1(−∞, µ). Furthermore, by (2.62), v+ ∈ U1. It
follows that U1 ∩ J−1(−∞, µ) is nonempty, then V ∩ J−1(−∞, µ) is nonempty.
Step 2. We show that S ≡ V ∩ J−1(−∞, µ) is not path-connected. Assume by
contradiction that it is path-connected. Put

W1 = {u+ + tu− : u ∈ U, u+ ∈ V ∩ J−1(−∞, µ), t ∈ [0, 1]},
W2 = {u+ + tu− : u ∈ V ∩ J−1(−∞, µ), t ∈ (0, 1]},

W3 = {u : ‖u+ − u0‖ < δ1, ‖u−‖ < δ1},
W0 = W1 ∪W2 ∪W3.

It is clear that W1, W2, W3 and W0 are open sets in E0, W3 = U1 and u0 ∈ W3 ⊆
W0. We will show that G = W0 ∩ J+

−1(−∞, µ) is path-connected, which yields a
contradiction.

For any v and w in G, we say v ∼ w if and only if there exists a continuous
mapping ϕ from [1, 2] into G such that ϕ(1) = v and ϕ(2) = w.
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Let w1 and w2 be in G. If w1 and w2 are in W1, then by definition we see that
w1 ∼ w+

1 , w2 ∼ w+
2 , and w+

1 and w+
2 are in S. Since S is path-connected, there

exists a continuous mapping φ from [1, 2] into G such that φ(1) = w+
1 and φ(2) =

w+
2 . By definition ϕ(t, ε) = (φ(t))+ + ε(φ(t))− ∈ W2 for all (t, ε) in [1, 2] × (0, 1].

By (2.61), we obtain (φ(t))+ ∈ J+
−1(−∞, µ). Hence, by the continuity of J+ and

the compactness of φ([1, 2]), ϕ(t, ε) is in G if ε is sufficiently small for any t in [1, 2].
Note that ϕ(1, ε) = w+

1 and ϕ(2, ε) = w+
2 . Thus, w+

1 ∼ w
+
2 which gives w1 ∼ w2.

If w1 and w2 belong to W3 then w1 ∼ w+
1 , w2 ∼ w+

2 , and w+
1 and w+

2 are in S.
Arguing as above we have w1 ∼ w2.

If w1 and w2 are in W2 then w1 = u+
1 + t1u

−
1 and w2 = u+

2 + t2u
−
2 where

t1, t2 > 0, and u1 and u2 in S. As in the first case, there is a positive real number
ε0 such that (u+

1 + εu−1 ) ∼ (u+
2 + εu−2 ) for any ε in [0, ε0]. On the other hand

we have w1 ∼ (u+
1 + εu−1 ) and w2 ∼ (u+

2 + εu−2 ) for any ε in (0,min{ε0, t1, t2}].
Therefore w1 ∼ w2. Similarly w1 ∼ w2 for other cases. Thus we have shown that
W0 ∩ J+

−1(−∞, µ) is path-connected, contradicting the way we choose U+. Thus
V ∩ J−1(−∞, µ) is not path-connected. This completes the proof. �

Proof of Theorem 1.1. We use the following steps
Step 1. Note that a weak solution u ∈ H of (1.5) is a critical point of J and
vice-versa. Moreover, it suffices to consider the case in which the set of solutions of
(1.5) is finite. In this case, all critical points of J are isolated. Since f(x, 0) = 0, by
Lemma 2.9, u1 ≡ 0 is a solution of (1.5). On the other hand, since ϕ1 is positive
in Ω, by (ii) of Lemma 2.9, we have

lim
m→∞

J+(nϕ1) = lim
m→∞

J(nϕ1) = −∞.

Thus by [16, Theorem 1] and Lemmas 2.13, 2.15, 2.17 and 2.18, J has a nonnegative
critical point of mountain-pass type u2. Similarly J has a non-positive critical point
of mountain-pass type u3. Let J̃ be the reduction function of J as in Lemma 2.12.
Then it follows from (ii) of Lemma 2.9 that limy∈Y,‖y‖→∞ J̃(y) = −∞. Hence J̃
has a global maximum at y0 and u4 = y0 +ψ(y0) is a critical point of J . By (iv) of
Lemma 2.12 and Definition 2.5, we see that u4 6∈ {u2, u3}. By Lemma 2.13, J has
a strictly local minimum at 0, which shows that J̃ has a strictly local minimum at
0. Hence u4 is not equal to 0. Thus we have found four distinct solutions u1, u2, u3

and u4 of (1.5).
Step 2. Choose a sufficiently large real number R such that all critical points
of J, J+, J− and J̃ lie in BR(0). We can find four open subsets U1, U2, U3 and
U4 in BR(0) such that U1 ∩ DJ−1(0) = {u1}, U2 ∩ DJ−1(0) = {u ≥ 0, u 6≡ 0},
U3 ∩ DJ−1(0) = {u ≤ 0, u 6≡ 0}, and U4 ∩ DJ−1(0) = {u4}. Moreover, we can
assume that U1, U2 and U3 are disjoint.

Now we consider the case in which k is even. By Corollaries 2.1 and 2.2 in [14],
Lemma 2.13, Lemma 2.12 and Lemma 2.16, we have

deg(DJ,U1, 0) = 1,

deg(DJ,BR(0), 0) = deg(∇J̃ , BR(0), 0) = (−1)k = 1,

deg(DJ+, BR(0), 0) = deg(DJ−, BR(0), 0) = 0.

Thus by Lemma 2.17 and the excision property of the degree,

deg(DJ,U2, 0) = deg(DJ+, U2, 0) = deg(DJ+, BR(0), 0)− deg(DJ+, U1, 0) = −1,
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deg(DJ,U3, 0) = deg(DJ−, U3, 0) = deg(DJ−, BR(0), 0)− deg(DJ−, U2, 0) = −1.

Since y0 is a global maximum point of J̃ and hence a global minimum point of −J̃ ,
it follows from [14, Corollary 2.2] that i(∇J̃ , y0) = (−1)k = 1. Thus, by Lemma
2.12(v),

deg(DJ,U4, 0) = 1.
If u4 is not in U2 ∪ U3, we may assume U4 ∩ (∪3

i=1Ui) = ∅. Thus, by Proposition
2.2,

deg(DJ,BR(0) \ ∪4
i=1Ui, 0) = deg(DJ,BR(0), 0)−

4∑
i=1

deg(DJ,Ui, 0) = 1,

which implies that J has a sign-changing critical point u5 6∈ {u1, u2, u3, u4}. There-
fore (1.5) has two sign-changing solutions u4 and u5. If u4 is in U2 ∪ U3, we can
assume that u4 ∈ U2. By Lemma 2.14, J satisfies (Φ) at u2, and by Proposition 3.1,
we have i(DJ, u2) = −1. Let U5 be an open neighborhood of u2 in H containing
no other critical point of J then deg(DJ,U5, 0) = i(DJ, u2) = −1. Thus, by the
additivity property of the degree,

deg(DJ,U2 \ U4 ∪ U5, 0) = deg(DJ,U2, 0)− deg(DJ,U4, 0)− deg(DJ,U5, 0) = −1.

By the normalization property of the degree, there is a solution u5 of (1.5) in
U2 \U4 ∪ U5. Hence (1.5) has three solutions u2, u4, u5 of the same sign. Moreover,
by Proposition 2.2 and the excision property of the degree, we have

deg(DJ,BR(0) \ ∪3
i=1Ui, 0) = deg(DJ,BR(0), 0)−

3∑
i=1

deg(DJ,Ui, 0) = 2,

implying that (1.5) has a sign-changing solution u6 6∈ {u1, u2, u3, u4, u5}.
Next, suppose that k is odd. If u4 6∈ U2 ∪ U3 then the proof is similar to that of

the case k is even. It remains to consider the case u4 ∈ U2 ∪ U3. We can assume
u4 ∈ U2. Let U5 be as above. Arguing as above, we have

deg(DJ,U4, 0) = i(∇J̃ , y0) = (−1)k = −1,

deg(DJ,U5, 0) = i(DJ, u2) = −1,

deg(DJ,U2 \ U4 ∪ U5, 0) = deg(DJ,U2, 0)− deg(DJ,U4, 0)− deg(DJ,U5, 0) = 1.

Thus, by the normalization property of the degree, there exists u5 ∈ U2 \ U4 ∪ U5

with DJ(u5) = 0. Thus, (1.5) has five solutions u1, u2, u3, u4 and u5, where u2, u4

and u5 are of the same sign. The proof is complete. �

3. Appendix

In this section, we extend the results of Hofer [16] on the index at a critical point
of mountain-pass type of a functional whose gradient is a compact vector field to
the case where the gradient is an operator of class (S)+. Throughout this section,
the dual space H∗ is identified with H. Our main result of the appendix is the
following theorem.

Theorem 3.1. Let x0 be in H, and let j be a C2-real function on H such that Dj
is of class (S)+ on H and x0 is an isolated critical point of mountain-pass type of
j. Assume that D2j(x0) is of class (S)+ and j satisfies (Φ) at x0. Then

i(Dj, x0) = −1.
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To prove the above theorem, we need the following lemmas.

Lemma 3.2. Let A be a bounded self-adjoint linear operator of class (S)+ on H
and Y be A−1({0}). Then Y is finite dimensional and there exist a positive number
C and vector subspaces X and Z of H such that X is finite dimensional and

(i) X ⊕ Y ⊕ Z is an orthogonal decomposition of H,
(ii) X, Y and Z are invariant under A,
(iii) the restriction of A on X ⊕ Z is a one-to-one mapping from X ⊕ Z onto

itself,
(iv) 〈Ax, x〉 ≤ −C‖x‖2 for all x ∈ X,
(v) 〈Az, z〉 ≥ C‖z‖2 for all z ∈ Z.

Proof. Let {ym} is a sequence in Y and weakly converges to y in H. Since
lim supn→∞ < A(ym), ym−y >= 0 and A is of class (S)+, {ym} converges strongly
to y. Thus Y is locally compact. It implies Y is finite dimensional.

Put E = Y ⊥. We see that 〈Au, v〉 = 〈u,Av〉 = 0 for all u ∈ E, v ∈ Y . Therefore,
A(E) ⊂ E. Denote by B the restriction of A on E. We see that B is a bounded
self-adjoint linear operator on E. It is clear that B is one-to-one.
We shall prove that B(E) is a closed subspace of E. Let {xm} be a sequence in
E such that {B(xm)} converges to y in E, we will prove that y ∈ B(E). First,
we show that {xm} is bounded. Suppose by contradiction that {‖xm‖} tends to
∞. Put vm = (‖xm‖+ 1)−1xm for any integer n, then {‖vm‖} converges to 1 and
{B(vm)} converges to 0. Without loss of generality, we can (and shall) suppose
that {vm} converges weakly to a vector v0 in E. Since A is of class (S)+, and

lim sup
m→∞

〈A(vm), vm − v0〉 = lim sup
m→∞

〈B(vm), vm − v0〉 = 0,

the sequence {vm} converges to v0. Thus, ‖v0‖ = 1 and A(v0) = 0, which is a
contradiction. Therefore {xm} is bounded and we can suppose that it converges
weakly to a vector x0 in E. Since {A(xm)} converges to y, by the definition of class
(S)+, the sequence {xm} converges to x0 in E. Therefore A(x0) = y and B(E) is
closed.

Next we show that B(E) = E. Otherwise, there is a vector x in E \ {0} such
that

〈B(z), x〉 = 0 or 〈z,A(x)〉 = 0 ∀z ∈ E.

Thus, A(x) is in Y . It implies that A(A(x)) is also in Y and

〈A(x), A(x)〉 = 〈x,A(A(x))〉 = 0.

It follows that x is in Y ∩ E, then x = 0, which is impossible. This contradiction
shows that B(E) = E.

We have proved that B is an one-to-one mapping from E onto E. Thus, by
the open mapping theorem, B is an invertible self-adjoint bounded operator on E.
By a result on self-adjoint operator (see [18, p. 172]), there exist a positive real
number C and an orthogonal decomposition X ⊕ Z of E such that X and Z are
A-invariant closed subspaces of E and

〈A(x), x〉 ≤ −C‖x‖2 ∀x ∈ X, (3.1)

〈A(x), x〉 ≥ C‖x‖2 ∀x ∈ Z. (3.2)
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Finally we prove that X is finite dimensional. It is sufficient to show that X is
locally compact. Let {xm} be a sequence weakly converging to x in X. We see that

lim
m→∞

< A(x), xm − x >= 0. (3.3)

On the other hand, by (3.1),

〈A(xm − x), xm − x〉 ≤ 0 ∀n ∈ N. (3.4)

Combining (3.3) and (3.4), we have lim supm→∞〈A(xm), xm − x〉 ≤ 0. Since A
is of class (S)+, {xm} converges to x. Therefore X is locally compact and finite
dimensional. The proof is complete. �

Lemma 3.3. Let U be an open subset of a Hilbert space H, and let j be a C2-real
function on U . Suppose that j(0) = 0, 0 is an isolated critical of j, Dj and D2j(0)
are of class (S)+ on H. Let X ⊕ Y ⊕Z be the decomposition of H for A = D2j(0)
as in Lemma 3.2. Then there exist a homeomorphism G defined on a neighborhood
of 0 in H into H and a C1-map β defined on a neighborhood V of 0 in Y into
X ⊕ Z with G(0) = β(0) = 0 such that

(a) for all u = x+ y + z ∈ X ⊕ Y ⊕ Z with ‖u‖ sufficiently small,

j(G(u)) = −1
2
‖x‖2 +

1
2
‖z‖2 + j(y + β(y)), (3.5)

(b) and for all y ∈ Y ,

P (Dj(y + β(y))) = 0, (3.6)

where P is the orthogonal projection of H onto X ⊕ Z.

Moreover,

i(Dj, 0) = (−1)dim(X)i(Dψ, 0), (3.7)

where ψ(y) = j(y + β(y)).

Proof. Using lemma 3.2 and arguing as in the proof of [16, Theorem 3] we obtain
the existence of functions G and β satisfying (3.5) and (3.6). As in the proof of the
cited Theorem, we obtain (3.7) by using the following homotopy in sense of class
(S)+,

h(t, u) =


P (Dj(u)) +Q(Dj(tβ(y) + (1− t)(x+ z) + y) t ∈ [0, 1]
P (Dj(x+ z + (2− t)y)) +Q(Dj(y + β(y))) t ∈ [1, 2]
(3− t)(P (Dj(x+ z)) + (t− 2)(−x+ z) +Q(Dj(y + β(y))) t ∈ [2, 3],

where u = x+ y + z ∈ X ⊕ Y ⊕ Z, and Q is the projection of H onto Y . �

Proof of Theorem 3.1. Using Proposition 3.3 and arguing as in the proofs of [16,
Theorems 2 and 3], we obtain the theorem. �
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