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ALMOST AUTOMORPHY FOR BOUNDED SOLUTIONS TO
SECOND-ORDER NEUTRAL DIFFERENTIAL EQUATIONS

WITH PIECEWISE CONSTANT ARGUMENTS

CHUAN-HUA CHEN, HONG-XU LI

Abstract. By introducing the method of decomposition of almost automor-

phic sequence, we give some results on the almost automorphy of bounded

solutions for the second-order neutral differential equations with piecewise con-
stant argument

(x(t) + px(t− 1))′′ = qx([t]) + f(t), t ∈ R,

where [·] denotes the greatest integer function, p, q are nonzero constants, and

f(t) is almost automorphic. Some examples illustrate our results.

1. Introduction

Differential equations with piecewise constant argument (EPCA) describe hybrid
dynamical systems (a combination of continuous and discrete dynamics). These
equations have the structure of continuous dynamical systems within intervals and
the solution is continuous, and so they combine the properties of both differential
and difference equations. The study of EPCA was initiated by Cooke, Busenberg,
Wiener and Shah in the early 1980’s [3, 4, 20, 24]. Then there are many results
concerning EPCA (see e.g. [5, 2, 9, 13, 22] and references therein). However, there
are only a few works on the almost automorphy of solutions of EPCA. To the best
of our knowledge, only Minh et al [18] in 2006 and Dimbour [8] in 2011 studied
in this line. They give sufficient conditions for the almost automorphy of bounded
solutions to some first-order EPCA.

The purpose of this paper is to give some results for the almost automorphy of
bounded solutions to second-order EPCA

(x(t) + px(t− 1))′′ = qx([t]) + f(t), (1.1)

where p and q are nonzero constants, f : R → R, and [·] denotes the greatest
integer function. Some results on the existence and the spectrum inclusion of
almost periodic solutions to (1.1) were obtained in [19, 11, 12, 23]. For the studies
of equations of almost automorphy we refer the readers to [16, 17, 21, 6, 7, 15, 25]
and the references therein.
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The standard method to deal with EPCA such as (1.1) is as follows. First, get
the solution of the corresponding difference system which is given by a series in the
form

u(n) =
∑

m≤n−1

λn−m−1k(m) or u(n) = −
∑
m≥n

λn−m−1k(m), (1.2)

where λ is an eigenvalue of some matrix of the difference system. The convergence
of the series is guaranteed by |λ| 6= 1 which was always assumed. Then construct
the solutions of the differential equation inductively by

x(t) =

{
−
∑∞
m=1(−p)−mω(t+m), |p| > 1,∑∞

m=0(−p)mω(t−m), |p| < 1,
(1.3)

where |p| 6= 1 and w(t) is a function in terms of u(n) and f(t) (see e.g. [1, 26, 27]).
In this paper, we present a result on the almost automorphy of bounded solutions
to (1.1) for this case (see Theorem 3.5).

However, for the case when |p| = 1 or |λ| = 1, the problem becomes much differ-
ent, the series in (1.2) and (1.3) may not converge. This is the main difficult in the
study of (1.1) for this case. To overcome this difficult, a valid method – decompo-
sition of almost periodic sequence – was introduced in [11, 14]. Motivated by this
decomposition, we introduce the decomposition of almost automorphic sequence in
this paper. By using this decomposition method, we give some results on the the
almost automorphy of bounded solutions to (1.1) for the case |p| = 1 or |λ| = 1
(see Theorem 3.6 -3.8).

This article is organized as follows. In section 2, some preliminary results and
notation are presented. In section 3, we first transform the corresponding difference
system of (1.1) to some vector forms in subsection 3.1. Then we state our main
results in subsection 3.2. Section 4 is devoted to the proof of our main results.
Finally, some examples are given to illustrate the main results in section 5.

2. Preliminaries

Throughout this paper, N, Z, R and C denote the sets of natural numbers, inte-
gers, real and complex numbers, respectively. X stands for the N -dimensional Eu-
clidean space RN or CN endowed with Euclidean norm | · |. Moreover, let BC(R,X)
be the space of bounded continuous functions f : R→ X and let C(R,X) be the
space of continuous functions from R to X.

2.1. Almost automorphic function.

Definition 2.1. A measurable bounded function f : R → X is said to be almost
automorphic if for any sequence of real numbers {s′n}, there exists a subsequence
{sn} such that

lim
m→∞

lim
n→∞

f(t+ sn − sm) = f(t)

for any t ∈ R. Denote by AA(X) the set of all such functions.

This limit means that
g(t) = lim

n→∞
f(t+ sn)

is well defined for each t ∈ R and

f(t) = lim
n→∞

g(t− sn)

for each t ∈ R.
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It is clear that the function g in Definition 2.1 is bounded and measurable. Some
properties of the almost automorphic functions are listed below.

Proposition 2.2 ([16, 17]). Let f, f1, f2 ∈ AA(X). Then the following statements
hold:

(i) αf1 + βf2 ∈ AA(X) for α, β ∈ R.
(ii) fτ := f(·+ τ) ∈ AA(X) for every fixed τ ∈ R.

(iii) f̆ = f(−·) ∈ AA(X).
(iv) The range Rf of f is precompact, so f is bounded.
(v) If {fn} ⊂ AA(X) such that fn → f uniformly on R, then f ∈ AA(X).

By Proposition 2.2 (v), AA(X) is a Banach space equipped with the sup norm
‖f‖ = supt∈R |f(t)|.

2.2. Almost automorphic sequence. Let l∞(X) be the space of all bounded
(two-sided) sequences x : Z→ X with sup-norm, and c0 be the Banach space of all
numerical sequences {an}∞n=1 such that limn→∞ an = 0, equipped with sup-norm.

Definition 2.3. A sequence x ∈ l∞(X) is said to be almost automorphic if for any
sequence of integers {k′

n}, there exists a subsequence {kn} such that

lim
m→∞

lim
n→∞

xp+kn−km = xp

for any p ∈ Z. Denote by aa(X) the set of all such sequences.

This limit means that
yp = lim

n→∞
xp+kn

is well defined for each p ∈ Z and

xp = lim
n→∞

yp−kn

for each p ∈ Z.
It is obvious that aa(X) is a closed subspace of l∞(X), the range of an almost

automorphic sequence is precompact, and {x(n)} ∈ aa(R) if x ∈ AA(R).

Lemma 2.4 ([10]). Let B be a bounded linear operator in X with σΓ(B) (the part of
the spectrum of B on the unit circle of the complex plane) being countable, and let X
not contain any subspace isomorphic to c0. Assume further that x = {xn} ∈ l∞(X)
satisfies

xn+1 = Bxn + yn, n ∈ Z,
where {yn} ∈ aa(X). Then x ∈ aa(X).

Let 2aa(X) = {U : U ⊂ aa(X)} and E be the set of all sequences in X. For
the decomposition of almost automorphic sequence, we define three functions Dγ :
aa(X)→ 2aa(X) for γ = 1 or −1 , φθ : aa(X)→ E and ψθ : aa(X)→ E for θ ∈ (0, π)
by

Dγ{a(n)} = {{b(n)} ∈ aa(X) : a(n) = b(n+ 1) + γb(n), n ∈ Z},

φθ{a(n)}(n) =


∑n−1
m=0 a(m) cos(n−m− 1)θ, n > 0,

0, n = 0,
−
∑n
m=−1 a(m) cos(n−m− 1)θ, n < 0,
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and

ψθ{a(n)}(n) =


∑n−1
m=0 a(m) sin(n−m− 1)θ, n > 0,

0, n = 0,
−
∑n
m=−1 a(m) sin(n−m− 1)θ, n < 0,

respectively, for {a(n)} ∈ aa(X). Let {a(n)} = {(a1(n), a2(n), . . . , aN (n))T } ∈
aa(X). It is clear that Dγ{a(n)} 6= ∅ if and only if Dγ{ai(n)} 6= ∅, i = 1, 2, . . . , N .
We note that αU + βV = {{c(n)} : c(n) = αa(n) + βb(n), n ∈ Z, {a(n)} ∈
U, {b(n)} ∈ V } for α, β ∈ R, U, V ⊂ aa(X), and Dk

γ is the k-th power of Dγ

for k ∈ N.
Now we give some basic properties of the decomposition of almost automorphic

sequences.

Proposition 2.5. Let {a(n)}, {b(n)} ∈ aa(X). Then the following statements hold:
(i) Let µ = φθ or ψθ(0 < θ < π), α ∈ X \ {0}. Then

Dγ{αa(n)} = αDγ{a(n)}, Dγ{a(n)}+Dγ{b(n)} ⊂ Dγ{a(n) + b(n)},
µ{αa(n)} = αµ{a(n)}, µ{a(n)}+ µ{b(n)} = µ{a(n) + b(n)}.

(ii) Dγ{a(n)} 6= ∅ implies that Dγ{Aa(n)} 6= ∅ for any real or complex matrix
A.

(iii) Dγ{(−γ)nc} 6= ∅ for c ∈ X if and only if c = 0.
(iv) If {b(n)} ∈ Dk

γ{a(n)}, k ∈ N,

Dk
γ{a(n)} = {{b(n) + (−γ)nc} : c ∈ X}. (2.1)

Furthermore, there is at most one {b(n)} ∈ Dk
γ{a(n)} such that Dγ{b(n)} 6=

∅.

Proof. Statement (i) follows immediately from the definitions of the functions Dγ ,
φθ and ψθ, and (ii) follows form (i).

(iii) It is obvious that Dγ{0} 6= ∅. Meanwhile, suppose that there exists {b(n)} ∈
D{(−γ)nc}. Then (−γ)nc = b(n + 1) + γb(n), n ∈ Z. This implies that b(n) =
(−γ)n−1nc + (−γ)nb(0), which yields that c = 0 since {b(n)} is bounded. So (iii)
holds.

(iv) Suppose that {b(n)} ∈ Dγ{a(n)}. It is easy to see that {b(n) + (−γ)nc} ∈
Dγ{a(n)} for any c ∈ X. On the other hand, if {b(n)} ∈ Dγ{a(n)}, then a(n) =
b(n + 1) + γb(n) = b(n + 1) + γb(n) for n ∈ Z. This implies that b(n) = b(n) +
(−γ)n(b(0)− b(0)), n ∈ Z, that is, {b(n)} ∈ {{b(n) + (−γ)nc} : c ∈ X}. Hence (2.1)
holds for k = 1.

Let Dγ{a(n)} = {{b(n) + (−γ)nc} : c ∈ X}, and assume that Dγ{b(n) +
(−γ)nc} 6= ∅ for some c ∈ X. Then by (i), we have ∅ 6= Dγ{b(n) + (−γ)nc} −
Dγ{b(n)} ⊂ Dγ{(−γ)nc}. This implies that c = 0 by (iii). So (iv) holds for k = 1.

Suppose that (iv) holds for k = l. Let {d(n)} ∈ Dl
γ{a(n)} be the only one

such that Dγ{d(n)} 6= ∅. If {e(n)} ∈ Dl+1
γ {a(n)}, {e(n)} ∈ Dγ{d(n)}. By the

same argument as in the proof of (iv) for k = 1, we can prove that Dγ{d(n)} =
{{e(n) + (−1)nc} : c ∈ X} and there exists at most one {e′(n)} ∈ Dγ{d(n)} such
that Dγ{e′(n)} 6= ∅. So (iv) holds for k = l+ 1 since Dγ{d(n)} = Dl+1

γ {a(n)}, and
then (iv) holds. �

Remark 2.6. Let {a(n)} ∈ aa(RN ). Denote by Sr = Dγ{a(n)} for {a(n)} re-
garded as a sequence in RN and Sc = Dγ{a(n)} for {a(n)} regarded as a sequence
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in CN . Then Sr ⊂ Sc. On the other hand, if {b(n)} ∈ Sc , by Proposition
2.5 (iv) we have Sc = {{b(n) + (−γ)nc} : c ∈ CN}, and it is easy to see that
Sr = {{Re(b(n)) + (−γ)nc} : c ∈ RN}, where Re(b(n)) is the real part of b(n). So
Sc 6= ∅ if and only if Sr 6= ∅.

3. Statements of main results

3.1. Transform of the corresponding difference system of (1.1).

Definition 3.1. A function x(t) on R is said to be a solution of (1.1) if
(1) x(t) is continuous on R.
(2) The one sided second derivatives of x(t) + px(t− 1) exist everywhere, with

the possible exception of the points n(n ∈ Z), where one-sided second
derivatives exist.

(3) x(t) satisfies (1.1) for all t ∈ R, t 6= n ∈ Z.

We can rewrite (1.1) as the system

(x(t) + px(t− 1))′ = y(t),

y′(t) = qx([t]) + f(t).
(3.1)

The solution (x(t), y(t)) of (3.1) can be defined similar to Definition 3.1. Denote
ω(t) = x(t) + px(t− 1), it is easy to see that

ω(t) = x(n) + px(n− 1) + y(n)(t− n) +
q

2
x(n)(t− n)2 +

∫ t

n

∫ s

n

f(r) dr ds (3.2)

for t ∈ [n, n+ 1]. As in [19, 11, 12], let

f (1)
n =

∫ n+1

n

∫ s

n

f(r) dr ds, f (2)
n =

∫ n+1

n

f(s)ds.

By a process of integrating (3.1), we can see that, if (x(t), y(t)) is a solution of
(3.1), {(x(n), y(n))} is a solution of the difference system

x(n+ 1) = ax(n) + y(n) + px(n− 1) + f (1)
n ,

y(n+ 1) = qx(n) + y(n) + f (2)
n ,

where a = 1− p+ q/2, and this can be also expressed equivalently as

vn+1 = Avn + hn, n ∈ Z, (3.3)

with vn = (x(n), y(n), x(n− 1))T, hn = (f (1)
n , f

(2)
n , 0)T and

A =

a 1 p
q 1 0
1 0 0

 .

In the following, λi, i = 1, 2, 3 denote the three eigenvalues of A. Then there exists
a nonsingular matrix P = (pij)3×3 such that

PAP−1 = Λ, (3.4)

where

Λ =

λ1 0 0
0 λ2 0
0 0 λ3

 , Λ =

λ1 0 0
0 λ2 0
0 1 λ3

 or Λ =

λ1 0 0
1 λ2 0
0 1 λ3

 ,
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with λi 6= λj if i 6= j, λ1 6= λ2 = λ3 or λ1 = λ2 = λ3, and (3.3) can be written in
the form

un+1 = Λun + kn, (3.5)
where un = (u1(n), u2(n), u3(n))T = Pvn, kn = (k1(n), k2(n), k3(n))T = Phn for
n ∈ Z.

For the eigenvalues of A, we have the following results.

Lemma 3.2 ([11, Lemma 1.1]). The following three statements are equivalent.
(1) One of the eigenvalues of A has absolute value 1.
(2) −1 is an eigenvalue of A.
(3) p = 1.

Furthermore, if one of the above three statements holds, we have
(i) If q < −8 or q > 0, 1 + (q±

√
q2 + 8q)/4 ∈ R are the other two eigenvalues

of A, which have absolute values different from 1.
(ii) If −8 < q < 0, the other two eigenvalues of A are eiθ and e−iθ with 0 <

θ < π.
(iii) If q = −8, all the eigenvalues of A are −1.

We assume that f ∈ AA(R) throughout the paper without any further mention.

Lemma 3.3. {f (1)
n }, {f (2)

n } belongs to aa(R).

Proof. {f (2)
n } ∈ aa(R) is given by [18, Lemma 3.2]. Since f(t) is almost automor-

phic, for any sequence {n′k}, there exists a subsequence {nk} and a measurable
function g(t) such that

lim
k→∞

f(t+ nk) = g(t), lim
k→∞

g(t− nk) = f(t), t ∈ R.

Consequently, it follows from the Lebesgue dominated convergence theorem that,
for each n ∈ Z,

f
(1)
n+nk

=
∫ n+1+nk

n+nk

∫ s

n+nk

f(r) dr ds =
∫ n+1

n

∫ s

n

f(r + nk) dr ds

→
∫ n+1

n

∫ s

n

g(r) dr ds , ḡn,

ḡn−nk
=
∫ n+1−nk

n−nk

∫ s

n−nk

g(r) dr ds =
∫ n+1

n

∫ s

n

g(r − nk) dr ds

→
∫ n+1

n

∫ s

n

f(r) dr ds = f (1)
n ,

as k →∞. So {f (1)
n } ∈ aa(R). �

Lemma 3.4. If x(t) is a bounded solution of (1.1), {vn} = {(x(n), y(n), x(n−1))T }
is an almost automorphic solution of (3.3).

Proof. By the boundedness of x(t) and f(t), it is easy to see that x(t) + px(t− 1)
and (x(t) + px(t − 1))′′ are bounded. This implies that y(t) = (x(t) + px(t − 1))′

is bounded (say, by the well known Landau-Hadamand inequality). Then {vn} is
a bounded solution of (3.3). By Lemma 3.3, {hn} = {(f (1)

n , f
(2)
n , 0)T } ∈ aa(R3).

Meanwhile, it is clear that R3 does not contain any subspace isomorphic to c0, and
the bounded linear operator A on R3 has finite spectrum. So Lemma 2.4 implies
that {vn} ∈ aa(R3). �



EJDE-2013/140 ALMOST AUTOMORPHY FOR BOUNDED SOLUTIONS 7

3.2. Statements of the main results. The following assumptions will be used
later:

(H1-) there exists g ∈ AA(R) such that {g(n+ δ)} ∈ D−1{f(n+ δ)} for δ ∈ [0, 1).
(H1+) there exists g ∈ AA(R) such that {g(n+ δ)} ∈ D1{f(n+ δ)} for δ ∈ [0, 1).

(H2) D2
1{f

(i)
n } 6= ∅, i = 1, 2.

(H3) D4
1{f

(i)
n } 6= ∅, i = 1, 2.

(H4) D2
1{f

(i)
n } 6= ∅, µ{f (i)

n } ∈ aa(X) and D1{µ{f (i)
n }} 6= ∅, i = 1, 2, where µ = φθ

or ψθ, 0 < θ < π.
Now we are in a position to give the main results in this article, which will be

proved in the next section.

Theorem 3.5. If |p| 6= 1, every bounded solution of (1.1) is almost automorphic.

Theorem 3.6. If p = −1 and (H1-) holds, every bounded solution of (1.1) is
almost automorphic.

Theorem 3.7. Suppose that p = 1 and (H1+) holds. Let x(t) be a bounded solution
of (1.1) and {vn} = {(x(n), y(n), x(n − 1))T } be as that in Lemma 3.4. Then
x ∈ AA(R) if

D1{vn} 6= ∅. (3.6)

If p = 1, for the solutions {vn} of (3.3) satisfying condition (3.6) we have the
following result.

Theorem 3.8. If p = 1, the following statements are true:
(I) If q < −8 or q > 0, and (H2) holds, then (3.3) has a unique solution {vn}

such that (3.6) holds.
(II) If q = −8 and (H3) holds, then (3.3) has a unique solution {vn} such that

(3.6) holds.
(III) If −8 < q < 0 and (H4) is satisfied for θ given in Lemma 3.2 (ii), then (3.3)

has a solution {vn} = {(xn, yn, xn−1)T } such that (3.6) holds. Moreover,
the set of solutions of (3.3) such that (3.6) holds is that

S = {{v̄n} = {(x̄n, ȳn, x̄n−1)T }
= {vn +AnC : C = (c1, c2, c3)T ∈ R3,−2c1 + c2 + 2c3 = 0}.

4. Proofs of main results

Lemma 4.1. Let ς ∈ Z, ρ ∈ R, {xm}, {ym}, {zm} ∈ aa(R), g ∈ AA(R) and

Ως{ρ, xm, ym, zm, g}(t)

= xn+ς + ρxn+ς−1 + yn+ς(t− n) +
q

2
zn+ς(t− n)2 +

∫ t

n

∫ s

n

g(r + ς) dr ds
(4.1)

for t ∈ [n, n + 1), n ∈ Z. Then Ως{ρ, xm, ym, zm, g} ∈ AA(R). Moreover, denote
Ως{ρ, xm, ym, zm, g} by Ως for simplicity, we have

Ως(t) = Ως+1(t− 1), t ∈ R. (4.2)

Proof. Equality (4.2) follows from (4.1) directly. To prove Ως ∈ AA(R), the proof
for the case ς 6= 0 is similar to the case ς = 0. So we only consider the case ς = 0,
and this is completed by the following two steps.
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Step 1. For any {n′k} ⊂ Z, there exists a subsequence {nk} of {n′k}, two sequences
{x̃n}, {ỹn} and a function g̃ : R→ R such that

lim
k→∞

xn+nk
= x̃n, lim

k→∞
x̃n−nk

= xn, n ∈ Z,

lim
k→∞

yn+nk
= ỹn, lim

k→∞
ỹn−nk

= yn, n ∈ Z,

lim
k→∞

zn+nk
= z̃n, lim

k→∞
z̃n−nk

= zn, n ∈ Z,

lim
k→∞

g(t+ nk) = g̃(t), lim
k→∞

g̃(t− nk) = g(t), t ∈ R.

(4.3)

Let

ω̃(t) := x̃n + ρx̃n−1 + ỹn(t− n) +
q

2
z̃n(t− n)2 +

∫ t

n

∫ s

n

g̃(r) dr ds (4.4)

for t ∈ [n, n + 1), n ∈ Z. Noticing that g and g̃ are bounded measurable, by (4.3)
and (4.4),

|Ω0(t+ nk)− ω̃(t)|
≤ |xn+nk

− x̃n|+ ρ|xn+nk−1 − x̃n−1|+ |yn+nk
− ỹn|(t− n)

+
q

2
|zn+nk

− z̃n|(t− n)2 +
∣∣∣ ∫ t+nk

n+nk

∫ s

n+nk

g(r) dr ds−
∫ t

n

∫ s

n

g̃(r) dr ds
∣∣∣

≤ |xn+nk
− x̃n|+ ρ|xn+nk−1 − x̃n−1|+ |yn+nk

− ỹn|

+
q

2
|zn+nk

− z̃n|+
∫ t

n

∫ s

n

|g(r + nk)− g̃(r)| dr ds

→ 0 as k →∞.

Similarly, we can show that limk→∞ ω̃(t− nk) = Ω0(t) for each t ∈ R.
Step 2. We consider the general case where {s′k}k∈Z may not be an integer

sequence. Let n′k = [s′k] and t′k = s′k −n′k ∈ [0, 1) for each k. Then by Step 1, there
exist subsequences {tk}, {sk} and {nk} of {t′k}, {s′k} and {n′k}, respectively, such
that tk = sk − nk, k ∈ Z, limk→∞ tk = t̄ ∈ [0, 1], (4.3) holds and for each t ∈ R,

lim
k→∞

Ω0(t+ t̄+ nk) = ω̃(t+ t̄), lim
k→∞

ω̃(t+ t̄− nk) = Ω0(t+ t̄), (4.5)

where ω̃ is given by (4.4). Let ω̃1 = ω̃(·+ t0). Then it is sufficient to prove that

lim
k→∞

Ω0(t+ sk) = ω̃1(t), lim
k→∞

ω̃1(t− sk) = Ω0(t), for each t ∈ R. (4.6)

Now there are two cases to be considered: t̄ + t > [t̄ + t] and t̄ + t = [t̄ + t].
Assume that t̄+ t > [t̄+ t]. Then [t+ t̄] = [t+ tk] for sufficiently large k. Noticing
the boundedness of g(t), {xn} and {yn}, for sufficiently large k,

|Ω0(t+ sk)− Ω0(t+ t̄+ nk)|
= |Ω0(t+ tk + nk)− Ω0(t+ t̄+ nk)|

≤ |y[t+t̄]+nk
||tk − t̄|+

q

2
|z[t+t̄]+nk

||(t+ tk − [t+ tk])2 − (t+ t̄− [t+ t̄])2|

+
∣∣∣ ∫ t+tk+nk

[t+tk]+nk

∫ s

[t+tk]+nk

g(r) dr ds−
∫ t+t̄+nk

[t+t̄]+nk

∫ s

[t+t̄]+nk

g(r) dr ds
∣∣∣

≤ |y[t+t̄]+nk
||tk − t̄|+

q

2
|z[t+t̄]+nk

| |(2t+ tk + t̄− 2[t+ t̄])(tk − t̄)|
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+
∫ t+tk

t+t̄

∫ s

[t+t̄]

|g(nk + r)| dr ds

→ 0 as k →∞.
This together with (4.5) implies that limk→∞Ω0(t+ sk) = ω̃1(t).

Assume that t+ t̄ = [t+ t̄], that is t+ t̄ ∈ Z. If t+ tk ≥ t+ t̄, (4.6) can be proved
by an argument similar to the above one, and we omit the details. If t+ tk < t+ t̄,
[t+ tk] = t+ t̄− 1 for sufficiently large k and t+ tk− [t+ tk]→ 1 as k →∞. Notice
also that

Ω0(m) = xm−1 + pxm−2 + ym−1 +
q

2
zm−1 +

∫ m

m−1

∫ s

m−1

g(r) dr ds

for any m ∈ Z. Then for sufficiently large k,

|Ω0(t+ sk)− Ω0(t+ t̄+ nk)|
= |Ω0(t+ tk + nk)− Ω0(t+ t̄+ nk)|

≤ |yt+t̄−1+nk
||tk − t̄|+

q

2
|zt+t̄−1+nk

||(tk − t̄+ 1)2 − 1|

+
∣∣∣ ∫ t+tk+nk

[t+tk]+nk

∫ s

[t+tk]+nk

g(r) dr ds−
∫ t+t̄+nk

t+t̄−1+nk

∫ s

t+t̄−1+nk

g(r) dr ds
∣∣∣

≤ |yt+t̄−1+nk
||tk − t̄|+

q

2
|zt+t̄−1+nk

| |(tk − t̄+ 1)2 − 1|

+
∫ t+tk

t+t̄

∫ s

t+t̄−1

|g(r + nk)| dr ds

→ 0 as k →∞.
This together with (4.5) leads to limk→∞ Ω0(t+ sk) = ω̃1(t).

Similarly, we can prove that limk→∞ ω̃1(t− sk) = Ω0(t) for each t ∈ R, and then
(4.6) is true. �

Proof of Theorem 3.5. Let x(t) be a bounded solution of (1.1), and ω(t) = x(t) +
px(t− 1) be given by (3.2). Then ω = Ω0{p, x(m), y(m), x(m), f}. By Lemma 4.1,
ω ∈ AA(R). It is easy to obtain that

x(t) =

{
−
∑∞
m=1(−p)−mω(t+m), |p| > 1,∑∞

m=0(−p)mω(t−m), |p| < 1.

Therefore x ∈ AA(R) by Proposition 2.2. This completes the proof. �

Proof of Theorem 3.6. Let x(t) be a bounded solution of (1.1). Then {vn} =
{(x(n), y(n), x(n − 1))T } ∈ aa(R3) is a solution of (3.3) by Lemma 3.4. We first
prove that

D−1{vn(n)} 6= ∅. (4.7)

By Lemma 3.3, {hn} = {(f (1)
n , f

(2)
n , 0)T } ∈ aa(R3). So {kn} = {Phn} ∈ aa(C3).

By (H1-), it is easy to see that D−1{f (j)
n } 6= ∅, j = 1, 2. Then D−1{hn} 6= ∅. It

follows from Proposition 2.5 (ii) that

D−1{kn} = D−1{Phn} 6= ∅. (4.8)

Since p = −1, it follows from Lemma 3.2 that |λi| 6= 1 for i = 1, 2, 3. Let α, β be
two constants defined such that, if all the eigenvalues of A are simple, α = β = 0;
if one of the eigenvalues of A is double, without loss of generality λ2 = λ3, then
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α = 0, β = 1; if the eigenvalue of A is triple, α = β = 1. Then it is easy to see that
the solution {un} = {(u1(n), u2(n), u3(n))T } of (3.5) can be uniquely given by

u1(n) =

{∑
m≤n−1 λ

n−m−1
1 k1(m), |λ1| < 1,

−
∑
m≥n λ

n−m−1
1 k1(m), |λ1| > 1,

u2(n) =

{∑
m≤n−1 λ

n−m−1
2 (k2(m) + αu1(m)), |λ2| < 1,

−
∑
m≥n λ

n−m−1
2 (k2(m) + αu1(m)), |λ2| > 1,

u3(n) =

{∑
m≤n−1 λ

n−m−1
3 (k3(m) + βu2(m)), |λ3| < 1,

−
∑
m≥n λ

n−m−1
3 (k3(m) + βu2(m)), |λ3| > 1.

Moreover, it is easy to verify that {un} ∈ aa(C3) by Proposition 2.2 and D−1{un} 6=
∅ by (4.8). Since the solution {un} of (3.5) is unique, the solution {vn} = {P−1un}
of (3.3) is also unique. Then by Proposition 2.5 (ii), D−1{vn} = D−1{P−1un} 6= ∅,
and (4.7) holds.

By (4.7) and Remark 2.6, we can choose

{(x∗(m), y∗(m), x∗(m− 1))T } ∈ D−1{vm} ⊂ aa(R3),

and let Ως = Ως{0, x(m − 1), y∗(m), x∗(m), g} with g given by (H−1 ). By (3.2),
(4.1), (4.2) and (H−1 ), for t ∈ [n, n+ 1), n ∈ Z,

x(t)− x(t− 1) = ω(t) = Ω0{−1, x(m), y(m), x(m), f}(t)

= x(n)− x(n− 1) + y(n)(t− n) +
q

2
x(n)(t− n)2 +

∫ t

n

∫ s

n

f(r) dr ds

= x(n)− x(n− 1) + (y∗(n+ 1)− y∗(n))(t− n)

+
q

2
(x∗(n+ 1)− x∗(n))(t− n)2 +

∫ t

n

∫ s

n

(g(1 + r)− g(r)) dr ds

= Ω1(t)− Ω0(t) = Ω1(t)− Ω1(t− 1).

Then
x(t) = Ω1(t) + x(t− n)− Ω1(t− n), t ∈ [n, n+ 1), n ∈ Z.

Notice that (x(t− n)−Ω1(t− n)), t ∈ [n, n+ 1), n ∈ Z is a periodic function, then
it is in AA(R). Meanwhile, Ω1 ∈ AA(R) by Lemma 4.1. Therefore x ∈ AA(R) by
Proposition 2.2 (i). This completes the proof. �

Proof of Theorem 3.7. Let x(t) be the bounded solution of (1.1). If (3.6) holds, we
can choose {(x∗(m), y∗(m), x∗(m − 1))T } ∈ D−1{vm}, and let Ως = Ως{0, x(m −
1), y∗(m), x∗(m), g} with g given by (H+

1 ). By (3.2), (4.1), (4.2) and (H+
1 ), for

t ∈ [n, n+ 1), n ∈ Z,

x(t) + x(t− 1) = ω(t)

= Ω0{1, x(m), y(m), x(m), f}(t)

= x(n) + x(n− 1) + y(n)(t− n) +
q

2
x(n)(t− n)2 +

∫ t

n

∫ s

n

f(r) dr ds

= x(n) + x(n− 1) + (y∗(n+ 1) + y∗(n))(t− n) +
q

2
(x∗(n+ 1) + x∗(n))(t− n)2

+
∫ t

n

∫ s

n

(g(1 + r) + g(r)) dr ds
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= Ω1(t) + Ω0(t) = Ω1(t) + Ω1(t− 1).

Then

x(t) = Ω1(t) + (−1)n(x(t− n)− Ω1(t− n)), t ∈ [n, n+ 1), n ∈ Z.
Now by an argument similar to the end part of the proof of Theorem 3.6, we can
get that x ∈ AA(R). This completes the proof. �

Proof of Theorem 3.8. By (H2) or (H3) or (H4), as to obtain (4.8), we can obtain
that

D1{kn} = D1{Phn} 6= ∅. (4.9)
(I) By Lemma 3.2 (i), we may assume that |λ2| > 1, |λ3| < 1 if q > 0, and

|λ2| < 1, |λ3| > 1 if q < −8. By (H2) and Proposition 2.5 (iv), we let {g(i)
n } ∈ aa(R)

be the only one in D1{f (i)
n } such that

D1{g(i)
n } 6= ∅, i = 1, 2. (4.10)

Define {un} = {(u1(n), u2(n), u3(n))T } by

u1(n) = p11g
(1)
n + p12g

(2)
n ,

u2(n) =

{
−
∑
m≥n λ

n−m−1
2 k2(m), q > 0,∑

m≤n λ
n−m
2 k2(m− 1), q < −8,

(4.11)

u3(n) =

{∑
m≤n λ

n−m
3 k3(m− 1), q > 0,

−
∑
m≥n λ

n−m−1
3 k3(m), q < −8,

(4.12)

with p11, p12 two elements of the first row of matrix P given in (3.4). Then it is
easy to verify that {un} ∈ aa(R3) and is a solution of (3.5). Moreover, D1{un} 6= ∅
by (4.9) and (4.10).

Assume that {ūn} = {(ū1(n), ū2(n), ū3(n))T } is a solution of (3.5) such that
D1{ūn} 6= ∅. Notice that the last two components u2(n) and u3(n) of solution un for
(3.5) is uniquely determined by (4.11) and (4.12), respectively. Then ū2(n) = u2(n)
and ū3(n) = u3(n). By (3.5), we can get that u1(n+1)+u1(n) = ū1(n+1)+ū1(n) =
k1(n), n ∈ Z. This means that ū1(n) = u1(n) + (−1)n(ū1(0)− u1(0)), n ∈ Z. Then
by Proposition 2.5 (i) and (iii), D1{ū1(n)} 6= ∅ if and only if u1(0) − ū1(0) = 0.
This implies that D1{ū1(n)} 6= ∅ if and only if u1(n) = ū1(n), n ∈ Z. That is
(3.5) has a unique solution {un} satisfying D1{un} 6= ∅. Therefore (I) holds, since
vn = P−1un, n ∈ Z.

(II) By Lemma 3.2 (iii), all the three eigenvalues of A are −1. By Proposition
2.5 (iv) and (H4), let {a(i)

j (n)} be the only one in Dj
1{f

(i)
n } such that

D1{a(i)
j } 6= ∅ i = 1, 2, j = 1, 2, 3. (4.13)

Then {a(i)
j (n)} ∈ Dj

1{f
(i)
n } = D1{a(i)

j−1} for i = 1, 2, j = 2, 3. By a fundamental
calculation as in [11, Section 3], P can be chosen as

P =

−2 1 2
1 0 1
0 0 1

 .

Define {un} = {(u1(n), u2(n), u3(n))T } by

u1(n) = −2a(1)
1 (n) + a

(2)
1 (n),
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u2(n) = −2a(1)
2 (n) + a

(2)
2 (n) + a

(1)
1 (n),

u3(n) = −2a(1)
3 (n) + a

(2)
3 (n) + a

(1)
2 (n).

It is easy to verify that {un} ∈ aa(R3) and is a solution of (3.5). Moreover,
D1{un} 6= ∅ by (4.13).

Assume that {ūn} = {(ū1(n), ū2(n), ū3(n))T } is a solution of (3.5) such that
D1{ūn} 6= ∅. By an argument similar to prove u1(n) = ū1(n), n ∈ Z in the proof
of (I), we can prove that ui(n) = ūi(n), n ∈ Z for i = 1, 2, 3. That is, (3.5) has
a unique solution {un} satisfying D1{un} 6= ∅. This implies that (II) holds since
vn = P−1un, n ∈ Z.

(III) It follows from Lemma 3.2 (ii) that the eigenvalues of A are −1, eiθ and
e−iθ. By (H3) and Proposition 2.5 (iv), we can get a sequence {g(i)

n } ∈ aa(R) which
is the only one in D1{f (i)

n } such that (4.10) holds, i = 1, 2. By a fundamental
calculation as in [11, Section 3], P and P−1 can be chosen as

P =

 −2 1 2
eiθ − 1 1 1− e−iθ
e−iθ − 1 1 1− eiθ

 , (4.14)

P−1 =

 −1/(2 cos θ + 2) −σeiθ σ
(cos θ − 1)/(cos θ + 1) 1/(cos θ + 1) 1/(cos θ + 1)

1/(2 cos θ + 2) −σ σeiθ

 (4.15)

with σ = 1/
(
(eiθ + 1)(e−iθ − eiθ)

)
. Define {un} = {(u1(n), u2(n), u3(n))T } by

u1(n) = −2g(1)
n + g(2)

n ,

u2(n) = (eiθ − 1)(φθ{f (1)
n }(n) + iψθ{f (1)

n }(n)) + φθ{f (2)
n }(n) + iψθ{f (2)

n }(n),

u3(n) = (eiθ − 1)(φθ{f (1)
n }(n)− iψθ{f (1)

n }(n)) + φθ{f (2)
n }(n)− iψθ{f (2)

n }(n).

It is easy to verify that {un} ∈ aa(C3) and is a solution of (3.5). Moreover,
D1{un} 6= ∅ by (H4) and (4.10). Then (3.3) has a solution {vn} = {(xn, yn, zn)T } =
{P−1un} ∈ aa(C3) such that (3.6) holds. Moreover, by (4.14), (4.15) and a long-
winded but fundamental calculation, we can verify that vn ∈ R3, n ∈ Z.

Now we prove that S is the set of all the solutions {v̄n} of (3.3) such D1{v̄n} 6= ∅.
If {v̄n} = {(x̄n, ȳn, x̄n−1)T } ∈ aa(R3) is a solution of (3.3) such that D1{v̄n} 6= ∅,

D1{P (v̄n − vn)} 6= ∅ by Proposition 2.5 (i), and it follows from (3.3) that v̄n =
vn + AnC, n ∈ Z with C = (c1, c2, c3)T = v̄0 − v0 ∈ R3. Noticing (4.14), the first
component of vector P (v̄n − vn) = PAnC = ΛnPC is (−2c1 + c2 + 2c3)(−1)n.
Then D1{(−2c1 + c2 + 2c3)(−1)n} 6= ∅, which implies that −2c1 + c2 + 2c3 = 0 by
Proposition 2.5 (iii). That is, {v̄n} = {vn +AnC} ∈ S.

On the other hand, assume that {v̄n} = {x̄n, ȳn, x̄n−1)T } = {vn + AnC} ∈ S.
Then −2c1 + c2 + 2c3 = 0. It is easy to verify that {v̄n} is a solution of (3.3). Let
βj = pj1c1 + pj2c2 + pj3c3, j = 2, 3. By (4.14),

PAnC = ΛnPC = (0, β2e
iθn, β3e

−iθn)T

for n ∈ Z. Since 0 < θ < π, cos(θ/2) 6= 0. Define u∗(n) = (u∗1(n), u∗2(n), u∗3(n))T by

u∗1(n) = 0,

u∗2(n) =
β2

2 cos(θ/2)

(
ei(n−1/2)θ + (−1)n−1e−i(1/2)θ

)
,
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u∗3(n) =
β3

2 cos(θ/2)

(
e−i(n−1/2)θ + (−1)n−1ei(1/2)θ

)
,

for n ∈ Z. It is not difficult to check that {u∗(n)} ∈ aa(C3) and PAnC = u∗(n +
1) +u∗(n), n ∈ Z. That is D1{PAnC} 6= ∅, and then D1{AnC} 6= ∅ by Proposition
2.5 (ii). Now by (3.6) and Proposition 2.5 (i), D1{v̄n} = D1{vn +AnC} 6= ∅. This
completes the proof. �

5. Examples

In this section, we illustrate our main results. For this purpose, it suffice to use
a function f ∈ AA(R) such that:

(1) if p = −1, (H1-) holds;
(2) if p = 1, (H1+) holds. Moreover, (H2) holds if q < −8 or q > 0; (H3) holds

if q = −8; (H4) holds if −8 < q < 0.
By the same argument for the proof of [11, Proposition 2.2] and [12, Proposition

1.1], we can get the following result (we omit the details of the proof).

Proposition 5.1. Suppose that α, β ∈ R. Then the following statements hold.
(i) For α 6= 2kπ, k ∈ Z,{ sin(α(n− 1/2) + β)

2 sin(α/2)

}
∈ D−1{cos(αn+ β)},{

− cos(α(n− 1/2) + β)
2 sin(α/2)

}
∈ D−1{sin(αn+ β)}.

(ii) For α 6= (2k + 1)π, k, l ∈ Z, l > 0,{cos(α(n− l/2) + β)
(2 cos(α/2))l

}
∈ Dl

1{cos(αn+ β)},{ sin(α(n− l/2) + β)
(2 cos(α/2))l

}
∈ Dl

1{sin(αn+ β)}.

(iii) Assume that α 6= (2k + 1)π and α 6= 2kπ ± θ for 0 < θ < π, k ∈ Z, then
µ{cos(αn+β)} ∈ aa(R), µ{sin(αn+β)} ∈ aa(R), D1{µ{cos(αn+β)}} 6= ∅
and D1{µ{sin(αn+ β)}} 6= ∅ for µ = φθ or ψθ.

Example 5.2. Let αj , α′j , βj , β
′
j , γj , γ

′
j ∈ R and

f(t) =
n∑
j=1

(
γj cos(αjt+ βj) + γ′j sin(α′jt+ β′j)

)
.

Then f ∈ AA(R).
(1) Assume that p = −1 and αj , α

′
j 6= 2kπ, k ∈ Z, j = 1, 2, . . . , n. Let

f∗(t) =
n∑
j=1

(
γj

sin(αjt+ βj − αj/2)
2 sin(αj/2)

− γ′j
cos(α′jt+ β′j − α′j/2)

2 sin(α′j/2)

)
.

Then f∗ ∈ AA(R), and by Proposition 2.5 (i) and 5.1 (i), we can check easily that
{f∗(n+ δ)} ∈ D−1{f(n+ δ)} for each δ ∈ [0, 1). Hence condition (H1-) holds.

(2) Assume that p = 1, αj , α′j 6= (2k + 1)π, k ∈ Z, j = 1, 2, . . . , n. Let

f∗l (t) =
n∑
j=1

(
γj

cos(αjt+ βj − lαj/2)
(2 cos(αj/2))l

+ γ′j
sin(α′jt+ β′j − lα′j/2)

(2 cos(α′j/2))l
)
.
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for l > 0. It follows from Proposition 2.5 (i) and 5.1 (ii) that {f∗l (n + δ)} ∈
Dl

1{f(n + δ)} for δ ∈ [0, 1), l > 0, and then we can check easily that conditions
(H1+), (H2) and (H3) are satisfied.

Assume that−8 < q < 0, and in addition, αj , α′j 6= 2kπ±θ, k ∈ Z, j = 1, 2, . . . , n.
Here θ(0 < θ < π) is given in Lemma 3.2 (ii). It follows from Proposition 2.5 (i)
and Proposition 5.1 (iii) that D1{µ{f(n)}} 6= ∅ for µ = φθ or ψθ, and we can check
easily that µ{f (i)

n } ∈ aa(R) and D1{µ{f (i)
n }} 6= ∅ for i = 1, 2, µ = φθ or ψθ. So

condition (H4) is satisfied.

It is easy to see that the function f(t) in Example 5.2 is almost periodic. For
the case when f(t) is almost automorphic but not almost periodic, an example is
given below.

Example 5.3. Denote α(t) = β/(1 + cos t cosπt) with β 6= 0 a real constant.
(1) Assume p = −1. Let

f(t) = sinα(t+ 1)− sinα(t), f̂(t) = sinα(t).

Obviously, f, f̂ ∈ AA(R) are not almost periodic, and {f̂(n+ δ)} ∈ D−1{f(n+ δ)}
for each δ ∈ [0, 1). That is (H1-) holds.

(2) Assume p = 1. Let

f1(t) = sinα(t) + 4 sinα(t+ 1) + 6 sinα(t+ 2) + 4 sinα(t+ 3) + sinα(t+ 4),

f2(t) = sinα(t) + 3 sinα(t+ 1) + 3 sinα(t+ 2) + sinα(t+ 3),

f3(t) = sinα(t) + 2 sinα(t+ 1) + sinα(t+ 2),

f4(t) = sinα(t) + sinα(t+ 1),

f5(t) = sinα(t).

Obviously, fi ∈ AA(R), i = 1, 2, 3, 4, 5 are not almost periodic, and {fi(n + δ)} ∈
D1{fi−1(n + δ)} for δ ∈ [0, 1), i = 2, 3, 4, 5. Then it is easy to verify that (H1+)
holds for f = f1, f2, f3 or f4; (H2) holds for f = f1, f2 or f3; (H3) holds for f = f1.

If −8 < q < 0, let f = f3 and β = 2(1 − cos 1)π/(1 + cos 1). Then it is easy to
check that f4(0) = 0 and {ψθ{f4(n)}(n)}, {φθ{f4(n)}(n)} ∈ aa(R). Moreover, for
n > 0,

ψθ{f4(n)}(n+ 1) + ψθ{f4(n)}(n)

=
n∑

m=0

f4(m) sin(n−m)θ +
n−1∑
m=0

f4(m) sin(n−m− 1)θ

= f4(0) sinnθ +
n−1∑
m=0

(f4(m+ 1) + f4(m)) sin(n−m− 1)θ

=
n−1∑
m=0

f3(m) sin(n−m− 1)θ

= ψθ{f3(n)}(n).

Similarly, we can prove that ψθ{f4(n)}(n+ 1) +ψθ{f4(n)}(n) = ψθ{f3(n)}(n) also
holds for n ≤ 0. This leads to D1{ψθ{f (i)

n }} 6= ∅. Furthermore, we can prove
similarly that D1{φθ{f (i)

n }} 6= ∅. So (H4) is satisfied for f = f3.
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